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Abstract

The military is formulating new visions, strategies, and concepts that capitalize
on emerging information age technologies.  New networked C4ISR capabilities
promise information superiority and decision dominance but assessing their
contributions toward achieving a network centric warfare capability is still a
major challenge.  DoD is exploring ways to create and leverage information
superiority by characterizing conditions under which it can be achieved thus
gaining a competitive advantage.  This requires a definition of concepts, metrics,
hypotheses and analytical methodologies that can be used to focus research
efforts, compare alternatives, and measure progress.  This paper outlines some
first steps toward doing this by quantifying information superiority concepts that
up to this point have been abstract or vague.  Conceptual models for transfer
functions that could be tailored to specific applications were developed and
linked.  The models incorporate metrics that measure the quality of products
produced by the several C4ISR processes.  The methodology is partitioned into
three segments.  The first quantifies key features of the real world.  The second
quantifies the quality of information as it transits the sensors, fusion centers, and
distribution networks of the C4ISR infrastructure.  The third quantifies the impact
of the resulting quality of information on the degree of shared awareness.

INTRODUCTION

The military is formulating new visions, strategies, and concepts that capitalize on
emerging information age technologies to provide its warfighters with significantly improved
capabilities to meet the national security challenges of the 21st century.  New networked
Command, Control, Communications, Computers, Intelligence, Surveillance and Reconnaissance
(C4ISR) capabilities promise information superiority and decision dominance that will enhance
speed of command and enable revolutionary warfighting concepts.  Assessing the contribution of
C4ISR toward achieving a network centric warfare capability is a major challenge for the

                                               
1 This paper summarizes the work reported in a forthcoming RAND publication: [38] Perry, Signori and

Boon.
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Department of Defense due to the multiplicity of interacting factors and the lack of
understanding of the fundamentals associated with information superiority concepts.  DoD is
embarked on a journey of exploration to discover how to create and leverage information
superiority by characterizing conditions under which it can be achieved and a competitive
advantage can be gained.  Much like the development of a new branch of science, this requires a
definition of concepts, metrics, hypotheses and analytical methodologies that can be used to
focus research efforts, compare alternatives, and measure progress.

In this paper, we take a small step toward solidifying and quantifying some information
superiority concepts that up to this point have been abstract or vague.  Specifically, the focus is
on both the quality of information, its processing, and some of the cognitive aspects of achieving
individual and shared situational awareness.  The quantitative methodology and illustrative
mathematical representations in the paper are mostly theoretical and therefore they should be
treated as hypotheses requiring subsequent experimental testing.  Also the illustrations relate to
force-on-force combat operations as opposed to a broader range of operations that includes
Operations Other than War (OOTW) or asymmetric warfare.  However, aspects of the approach
apply more widely and provide a basis for informed dialog that, in our view, will eventually lead
to more comprehensive and validated capabilities to quantitatively explore the impact of
improved C4ISR systems and processes on operational outcomes.

The research reported here builds on the work of the Assistant Secretary of Defense for
Command, Control, Communications and Intelligence (ASD C3I) Information Superiority
Metrics Working Group (ISMWG).  This body has been attempting to define working
definitions, specific characteristics and attributes of key concepts and the relationship among
them that are needed to measure the degree to which information superiority concepts are
realized and their impact on the conduct and effectiveness of military operations.  Such an
endeavor requires a common language and a set of integrated hypotheses as well as metrics,
instruments and tools to collect and analyze data such as those suggested in this work.

THE DOMAINS

C4ISR is conceptualized as consisting of three domains: physical (ground truth),
information and cognitive.  The C4ISR process is seen as extracting data from ground truth,
processing the data in the information domain to produce a common operating picture (COP),
deciding on a course of action and executing the decision.  The quality of the COP produced in
the information domain coupled with the quality of collaboration in the cognitive domain is used
to heighten shared situational awareness.  Data about ground truth obtained from the collection
process in the information domain is transformed into a COP that contributes to enhanced
situational awareness in the cognitive domain.  The transformations are processes that include
data collection and processing, data fusion and dissemination of information.  These processes
are not discussed here.  We assume they are performed and we focus instead on the quality of the
information and products they produce.2  Individual situational awareness, the quality of the
information in the COP, the prior experience of the decision making team and the degree to
which they collaborate successfully all contribute to shared situational awareness.

                                               
2 For a complete discussion of C4ISR information processing algorithms, see [39] Perry and Sullivan.
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The focus is on the collection of data, the processing of collected data to produce the
COP, the dissemination of the COP from the various fusion facilities to the ultimate users, the
prior experience of the decision making team, the quality of their collaboration and finally, the
impact of all of this on shared situational awareness.  Clearly, this is not the end of the story.
Several important aspects of the decision making cycle such as decision and synchronization are
not treated.  In addition, the relation between awareness and understanding, and how
understanding affects decision and action are deferred to future work.  Nevertheless, this paper
presents a new and important methodology for assessing the quality of information and ISR
processes in general as well as some of the more psychological aspects of the decision making
process.  It is based on sound mathematical concepts and hypotheses from the literature and
therefore provides a foundation for further inquiry.  In the process, illustrative mathematical
relationships are suggested that will require verification and refinement through experimental
and operational data.

The measures and metrics proposed are presented within the context of the three
domains.  Figure 1 depicts the concepts defined in what is referred to as the Information
Superiority Reference Model.  The sensors, fusion process and dissemination networks transform
ground truth from the physical domain into an observed COP that is essentially an approximation
to ground truth.  This time varying estimate is used by one or more humans working alone or
together to develop an awareness of the current and future situation that can be used to gain
understanding of opportunities and subsequent decision making regarding an appropriate course
of action.  The ground truth, the observed COP and the mental image held by decision makers
are characterized by a set of features described by information whose quality must be measured
as it is transformed throughout the process.  The process is cyclic in that the decision emanating
from the cognitive domain eventually affects ground truth thus possibly altering the features of
interest to the subsequent decision processes.

Physical 
Domain

Information 
Domain

Cognitive 
Domain

Emissions

• Individual situational awareness
• Shared situational awareness
• Understanding
• Collaboration

COP

• Sensors
• Fusion facilities
• Network

• Decision maker

Synchronization
Quality of 
Information

Decision

• Units/targets
• Geo-spatial

Fig. 1 –C4ISR Reference Model

A distinction is made between the quality of information and its value.  The quality of
information involves those measures that are independent of the specific decisions being made.
This is in contrast to the value of information, which depends strongly on a specific decision
making context.  The latter will determine which elements of information and which metrics for
assessing the quality of the information are important as well as the range of values that are most
critical to the decision maker.  The former however, provides a more general point of reference
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that can be useful in exploring a wide spectrum of situations to determine, for example, where in
the quality space value is provided for in various situations.

Another distinction can be made between information quality and the quality of the
process that generates information.  Both are important to this discussion and in the definitions
and examples discussed below, both are described without further explanation.

There are several measures of information quality.  For this work however, we focus on
three: completeness, correctness and currency.  Their definitions are as follows:3

Def 1: Completeness is the degree to which the information received and transmitted is free
of gaps.

Def 2: Correctness is the ability of the ISR system and fusion process to discern “truth”.
That is, the degree to which the information agrees with ground truth.

Def 3: Currency is the time required for the ISR system and the fusion process to produce a
common operating picture of the combat situation.4

THE INFORMATION DOMAIN

The Information Domain contains all of the information collection, processing and
dissemination facilities.  It is further subdivided into three sub-domains: sensor (ISR), fusion and
network and these three comprise the main effort of the C4ISR system.  Figure 2 depicts the
process as a set of mathematical transformations that serve to illustrate the remainder of the
discussion in this domain.

Features

A feature is defined to be a prominent part or characteristic of the combat situation.
Features are extracted from the physical domain and serve as the building blocks that make up
the COP.  Consequently the collection of features must be sufficient to communicate to the
commander the current estimate of the combat situation. ([28] Mitchie)

Although the sensors and sources can be cued to collect information to support specific
decisions, in general, we view the collection of feature vectors sufficient to support all decision
on the battlefield.  When focusing on a specific decision, the information elements of interest, a
subset of the feature vectors, are those that are valuable to the decision.  The quality of the
information in the COP in this case is the quality of this subset.  Most notably, currency is
replaced by timeliness as the measure of information latency.

The common picture of the ith enemy unit/target at time t is defined in terms of a general
set of features represented mathematically by the row feature vector ( ) ( ) ( )[ ]tftft niii ,,1 �=F .  The

elements of this vector are features such as the location, type, speed, direction, etc. of a target.
Similarly, the common picture of the geo-spatial aspects of the physical domain at time t is

                                               
3 These and subsequent definitions are constantly undergoing refinement and therefore are subject to

change.  We present them here in this form both to structure the discussion and to solicit comments from readers.

4 We use the term “currency” as opposed to “timeliness”.  Timeliness is situation dependent in the sense
that the decision maker specifies when certain information is required.  Currency, as defined here, is independent of
the situation and is therefore consistent with our definition of information quality.
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defined as the row feature vector ( ) ( ) ( )[ ]tgtgt k,,1 �=G .  The perceived situation can be

represented using estimates of each of the features for each enemy unit/target perceived to be in
the area of operations (AO) and the current estimate of the geo-spatial features.  The COP then is
expressed as the matrix ( ) ( ) ( ) ( )[ ]tttt m GFFF ,,,1 �= .  The quality of the information in the

vectors will depend upon the completeness, correctness, currency, etc. of the data provided by
the sensor suite and how well the data is processed and analyzed.

Sensor
(collection)

( ) ( )( )ttQ FF |'

( ) ( ) ( ) ( )[ ]tttt m GFFF ,,,1 �=

( )( )tQ F

( )tF

( )[ ]tFT

Fusion
(combining)

( )t'F

( ) ( )( )ttQ FF ,'

( ) ( ) ( )( )tttQ '" ,| FFF

( )[ ]t"FT

Network
(dissemination)

( ) ( ) ( ) ( )( )ttttQ "' ,,| FFFO

( ) ( ) ( )( )tttQ '" ,, FFF

( )t"F

( )[ ]t"FT

( ) ( ) ( ) ( )[ ]tttt m GOOOO ,,,1 �=

( ) ( ) ( ) ( )( )ttttQ "' ,,, FFFO

( )tO

Fig. 2 –Information Domain Transformations

Quality Transformations

Note that in each sub-domain, there are two transformations occurring simultaneously:
process transformations and process quality transformations.  The former consists of the
procedures, algorithms, communications protocols, network architectures, etc. that transform
data into information and subsequently inform awareness.  These are denoted ( )•T .  Process
transformations are included for completeness in Figure 2, but other than acknowledging that
they exist, we do not treat them in this work.  Quality transformations, denoted ( )•Q , are the
subject of this research.

Completeness and Correctness:  Quality transformations illustrate how the correctness and
completeness of the process outputs are transformed.  In this case a simple conditional
probability model is used.  ( )•Q  represents the quality of information produced at one of the
information sub-domains.  The correctness and completeness of the information on output at
each of the sub-domains is given by the following chained conditionals:

Sensor sub-domain: ( ) ( )( ) ( ) ( )( ) ( )( )tQttQttQ FFFFF |, '' = ,

Fusion sub-domain: ( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )( )ttQtttQtttQ ''"'" ,,|,, FFFFFFFF = ,

Network sub-domain: ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )tttQttttQttttQ "'"'"' ,,|,, FFFFFFOFFFO = .
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The “quality of ground truth”, ( )( )tQ F , is taken to be 1.0.  Because the conditional quantities
developed as metrics are defined on the interval [0,1] we make the analogy to probability theory
and treat the transformations as conditional probabilities.

Currency:   Unlike completeness and correctness, currency is not treated as a probability and
therefore a conditional probability model does not apply.5  Units of time is the metric.  Although
the currency in one sub-domain may depend on the currency of the previous sub-domain, it need
not.  The time required to complete a process may be totally dependent upon the complexity of
the process, the sub-domain architecture and the resources applied to the tasks required.  Within
each domain, tasks may be completed in series or in parallel therefore affecting the overall time
required to complete sub-domain processing.  In some cases, tasks in different sub-domains may
proceed in parallel as well, e.g., sensing and fusing.  The appropriate model for analyzing
currency within each sub-domain and for the overall system therefore is the critical path method
(CPM) ([49] Wagner).

THE SENSOR SUB-DOMAIN

Information about the physical domain originates with the sensors and information
sources allocated or directed to the area of operations.  Sensors are designed to detect objects,
record images of designated areas and estimate physical phenomena.  They are capable of
performing surveillance and reconnaissance over large areas in a systematic fashion, subject to
the existence of threats that may jeopardize the survival of their platforms.  Sensors may be
capable of detecting types or classes of militarily relevant objects or targets, or may detect whole
classes of objects, such as moving vehicles.  In general, sensor performance is a function of the
environment (terrain, foliage, electromagnetic background noise, extraneous reflected sunlight or
glint, etc).  For example, radar sensors that operate in the microwave band can only detect targets
that have a radar cross section above some minimum threshold and in environments where the
signal-to-noise ratio is also above some minimum threshold.

Sources, on the other hand, may be covert and typically operate over much smaller areas.
Sources include such things as human observations, very short range communications intercepts
or surveillance, unattended covert devices that can be read out intermittently, a priori knowledge
about enemy force dispositions, future plans, etc.

Sensor Models

A wide variety of sensors are typically available and used in military operations.  Each
has its strengths and weaknesses.  The generic model of sensor performance used in this analysis
is composed of probabilities of detection as a function of range.  Target location and velocity
errors (direction and speed) are also expressed as a function of range.  Figure 3 depicts a model
of sensor detection performance.  A typical sensor with an unobstructed view of the battlespace
will have a minimum and maximum range.  Within this range band it is capable of detecting
targets of a type specific to its technical capabilities, that is, it will have a non-zero probability of
detecting its designated targets.  In the diagram, we have the following functional relationship:

                                               
5 This is clearly not universally true in that the time to perform a task can very easily be random and as

mentioned, may depend upon the randomness of previous tasks.
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The sensor achieves its maximum capability, ( ) 1≤= kdP , at the minimum range and maintains

that capability through the range, bd .  Performance begins to fall off beyond bd  according to

some relationship that may be a function of several factors, including target aspect angle relative
to the sensor, target state (temperature, velocity, configuration, etc.) and the state of the
immediate and intervening environment.  The performance of many sensor types can be modeled
with this generic profile.6

d

P(d)

1.0

mind maxdbd

TLE

TVE

Fig. 3 –Generic Sensor Performance Model

The problem then is to examine the nature of the functional, ( )dP  for each sensor and for
the entire suite.  One way to do this is to assess the reliability of the sensor and the sensor suite.
We let ( ) ( )dRdP =  be the reliability of the sensor where d is the distance from the sensor to the
target.  Generally, the independent variable is time, but it need not be.  In the case of sensors,
distance is much more useful in that it can account for mal-positioned sensors, inefficient multi-
sensor configurations and it generally characterizes sensor detection performance.  The general
form of ( )dR  is:

( ) ( )∫−
=

d

dssr
edR 0 ,

where ( )sr  is called the failure rate function and is dependent upon the characteristics of the
sensor and the current operating situation.  Sensor characteristics include the ability to detect,
estimate and classify targets.  Note that for ( ) 1  ,0 == dRd .  That is, when the sensor is co-
terminal with the target, it is infallible.  This is of course, an idealization, and therefore to

                                               
6 The two lines (TLE and TVE) refer to target location error and target velocity error.  Both increase with

increasing range.  Their use in this analysis is discussed more fully in the correctness measure discussed below.
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conform more closely to the generic model depicted in Figure 3, we recast the reliability function
as the decreasing segment in a piecewise relationship so that we now have:

( ) ( )






∫
≤

= −
otherwise 

              if 0

min

min
d

d
dssr

e

dd
dR .

Note also that ( )dR  is a probability that can be interpreted as the probability of detection at a

range d.7  In this formulation, maxd  is reached only in the limit.  This is not much of a problem

however since the rate of decline of ( )dR  for mindd >  is controlled by ( )sr .

Expressing sensor detection probability in this way is extremely useful.  For example, the
effects of occlusions can be modeled through the appropriate selection of ( )sr  so that for a
totally occluded view, ∞→d  and for impaired views, such as foliage, atmospheric
disturbances, etc., d is set to be larger than the physical distance between the sensor and the
target.  This suggests that ( )sr  might be defined piecewise to reflect the effects of occluded
views.  We pursue this more fully next.

Occlusions

A sensor is occluded when terrain and/or foliage intervene between the sensor and the
target.  Most sensors require a clear unobstructed view of the target.  We can use the reliability
function to model the probability of detection for different levels of occlusion without resorting
to complex surface maps.  For example, suppose the failure rate for a given sensor without

occlusions is ( ) 1=sr .  This produces a detection probability function ( ) minddedR −−= .  We can

now express the effects of occlusions by damping ( )dR  so that ( ) minddkedR −−= , where

[ ]1,0∈k .  For 0=k , we have a totally occluded sensor and, as mentioned above, ( ) 0=dR  at all
distances.  For 1=k , no occlusions exist and we get the basic relationship.  All other values of k
reflect varying levels of occlusion and their effect is to reduce the probability of detection.

Another use of ( )sr  is to assess the effectiveness of sensor tasking.  When sensors are
tasked to focus on a particular aspect of the battlespace, the practical effect is to reduce the
distance between the sensor and the target – thus improving the reliability of the tasked sensors.
For example, if ( ) 1=sr  as in the example above, the probability of detection at 1 km from the

target is ( ) .368.01 =R   Suppose this is the closest the sensor is able to approach the target and
further suppose that only sensors with similar failure rates are available.  If we task three of these

to observe the target, the detection probability becomes: ( ) ( ) 748.0368.11 3 =−−=dR .  For a
sensor of this type, this is equivalent to being approximately 0.3 km from the target therefore

( ) 748.03.0 ≈R .

                                               
7 There are several good texts on reliability engineering.  See [4] Ayyub and McCuen, and [32] Pecht, for

example.
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Sensor Quality Transformations

Figure 2 depicts the transformation of ground truth data into pre-fused information in the
first process block.  The transformation is a result of the sensor suite operating on the AO.  The

information quality transformation is depicted as the conditional probability, ( ) ( )( )ttQ FF |' .  The
objective is to mathematically construct this quantity using the model described above.

Measure of Completeness: the degree to which real targets in the AO are detected

This measure as applied here focuses on “real” targets only – not detections of false
targets or decoy, or of non-combatant vehicles.  Although we realize that some sensors, will
detect many objects that are not militarily relevant, the degree to which an individual sensor or
suite of sensors can distinguish military targets from other similar objects is the subject of the
correctness performance measure discussed below. What is relevant to the completeness measure
is the degree to which military targets are not detected.

Metric for Completeness:  the fraction of real targets detected in the AO

The implication is that either the true number of unit/targets in the AO is known, or an
estimate is available.  Given that the true number is almost always not known – except for
controlled experiments, we assume the latter and therefore focus on developing estimates.  For
an individual sensor, iS , the percentage of real targets detected is ( )dRi  as developed above.

Hence, if the sensor suite consists of a single sensor, and if correctness is ignored, we get

( ) ( )( ) ( )dRttQ i=FF |' .  However, the architecture of must the entire sensor suite greatly affects

the metric and therefore we discuss this next.

The better the sensor suite (in terms of sensor performance and operational integration),
the more likely the number of targets detected will be the total in the AO.  We have an
expression for the fraction (reliability) of targets detected for an individual sensor, ( )dRi ; what

is needed now is an assessment of the integrated sensor suite.  Figure 4 depicts three operational
modes or sensor architectures: independent operation, cueing and mixed mode.8  The structure of
the network is exemplary.  The fact that all reports end at a single fusion center is not central to
the assessment.  Clearly, fusion can take place anywhere in the ISR and fusion system and it may
be distributed or centralized.

                                               
8 This may not be an exhaustive set.  For example, a standby configuration is also possible in which a

sensor of less reliability is held in reserve to temporarily replace a more reliable system that has failed.  See for
example, [15] Dhillon.
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Ground Truth

S1 S2 S3 S1

S2

S1 S2 S3

S4

Cueing

Fusion Center

Independent Mixed

Fig. 4 –Multi-Sensor Operations

Independent Operation:  This is the simplest form of operation.  Each sensor observes the area
of operations independently and reports its detections to the common fusion center.  This is
essentially parallel operation in reliability analysis and it increases the likelihood that a detection
will occur.  To calculate the sensor suite reliability for this case, we get:

( ) ( )[ ] ( )[ ] ( )[ ]dRdRdRdR 321 1111 −−−−= .

Cueing:  In cueing operations, one sensor detects a target and notifies another to confirm the
detection (or in practice, to provide additional data on the target).  A report is rendered when the
two sensors have detected the target.  Because two sensors must “see” the target before a report
is rendered, the reliability of this mode of operation (in terms of generating a detection) is
reduced.  This is equivalent to a system operating in series and therefore the system reliability is:

( ) ( ) ( )dRdRdR 21= .

Mixed Mode:  This is the most likely operational mode, a mixture of both independent
operations and cueing.  The overall system reliability in this case is dependent upon the
complexity of the system structure.  For the simple case depicted in the diagram, we get:

( ) ( ) ( )[ ] ( )[ ] ( )[ ]dRdRdRdRdR 3241 1111 −−−−= .

From this we have that the completeness metric for sensors is ( ) ( )( ) ( )dRttQcom =FF |' .

Measure of Correctness: the degree to which the true target features approximate their ground
truth values

Correctness is measured as a deviation from ground truth.  This is sometimes referred to
as “accuracy” and indeed; there is little difference in the two terms.  We prefer to use correctness
in that it appears to be less absolute.  Clearly, deviation from ground truth implies that either
ground truth is known and therefore measurement is trivial, or it is not known and other
techniques for evaluating an estimate must be employed.  We define metrics for both cases.
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Metric for Correctness: the amount of bias in an estimate of a feature

The estimates for each of the features in the feature vectors are, in most cases, the means
of probability distributions describing the uncertainty about the features.9  For non-quantitative
features, we use the mode as the estimator.  This suggests that we rely on estimation theory as
the basis for evaluating the quality of these estimates.  There are several techniques.  The most
obvious is the degree of bias in the estimate.10  If ( )tθ  is the parameter we are estimating at time

t, then ( ) ( ) ( )tttA θθ −= ˆ  is the bias in the estimate where ( )tθ̂  is the estimator.  This is a useful
tool to evaluate the correctness of alternative sensor architectures during controlled experiments.
Under these conditions, ground truth is known and therefore the bias can be calculated.  The

mean is an unbiased estimator in that ( )[ ] ( )ttE θθ =ˆ .  This makes the sample mean an unusually
good estimator to use since we are guaranteed that for large sample sizes, the bias tends to 0.  A

suitable metric in this case therefore is the normalized bias or ( ) ( )( ) ( )
( ) ( )t
t

tA
ttQcor α

θ
==FF |' .

Metric for Correctness: the degree to which estimates are tightly clustered

However, other metrics can be developed using the variances of the estimates when the
true value of the feature is not known.  One such evaluator is precision, the ability of a sensor
suite to provide repeated estimates that are very close together.  It is a function of two sensor
attributes: the target location error and the target velocity error.  TLE and TVE typically grow
with range as indicated in Figure 3. The exact slope of the TLE and TVE lines are a function of
the particular sensor being modeled.  However, in general, at extreme ranges, the position of
targets may not be well known and it may be difficult to distinguish between targets and to count
them accurately.

As an example, suppose that a sensor suite reported 27 locations for unit/targets in the
AO as depicted in Figure 5.  Let’s further suppose that through the application of an appropriate
cluster algorithm, it is determined that there are really only 4 unit/targets.11  An epitome location
is calculated as depicted in the diagram as a consequence of the cluster algorithm.

                                               
9 For example, the bivariate normal distribution for target location.

10 Note that in this discussion we are referring to statistical bias, not operational bias.  We assume that the
estimates of features have been corrected for operational bias.

11 Clustering is used when there is no previous information available concerning the disposition of the
enemy forces.  If there is prior information, then the observations “cluster” around that previous information.  For a
complete discussion of cluster algorithms, see [16] Duda, and Hart.
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Cluster epitome

Fig. 5 –Measuring Precision

The cluster epitomes are then the location estimates for the mean of the bivariate normal
distributions for the location of each unit/target.  For each cluster, we calculate the sample
covariance matrix as:

( ) ( )
( ) ( ) ( )[ ] ( ) ( )[ ]∑ =

−−
−

=
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In this formulation, ( ) ( ) ( )[ ]tytxt ,=X , the cluster epitome, ( ) ( ) ( )[ ]tytxt iii ,=X  are the other

cluster locations, and ( ) ( )tStS yx
22   and   are the sample variances.  Note that the covariances,

( ) ( )tStS yxxy
22   and  , are taken to be 0.  This is justified on the grounds that the vertical and

horizontal locations are independent.12  Precision then is defined to be the determinant of the

covariance matrix or ( ) ( ) ( ) ( )tStSttp yx
22ˆ == � .  Note that this value is always non-negative and a

0 value implies perfect precision.  In this case, no true estimate is available and

( ) ( )( ) ( )
( )

( )t
t

tp
ttQcor ρ==

max

'

ˆ
|

�

FF .  The practical maximum covariance matrix will be situation

dependent.

Measure of Currency: the latency in completing required sensor operations and local data
processing

In general, the less time required to complete a process the better.  Therefore, all of the
currency measures compare the time required to perform functions.  We distinguish this from the
time the process must be completed.  There are two time metrics associated with this measure.

                                               
12 It is also generally the case that ( ) ( )tStS yx

22  = .
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These metrics examine the time required to complete the tasks included in the sensor collection
process and in pre-fusion data processing:

Metric for Currency (1):  the time required to complete target detection and establish a target
track.

Metric for Currency (2):  the time required to re-task sensors to provide coverage of high
priority area targets.

THE FUSION-SUB DOMAIN

The output of the Sensor sub-domain is a series of sensor reports that are forwarded to
fusion centers for processing.  We assume that reports from like and disparate sensors and
sources are combined to produce a COP, ( )t"F , that is subsequently disseminated to friendly
users in the AO.  The level of fusion is not at issue, only the quality of the information produced
by the process.  The measures of information quality therefore focus on how well this process is

accomplished.  The correctness and completeness of the process, ( ) ( ) ( )( )tttQ '" ,| FFF , however is
conditioned on the quality of the information and data received from the sensor suites
represented by the quantity, ( )( )tQ 'F  in Figure 2.

Fusion

Fusion is the process of combining information from sensors and sources to produce a
common, relevant picture of the battlespace.  It includes the correlation and analysis of data
inputs from a supporting sensor suite.  There are essentially two uses of fused information: to
nominate targets (target acquisition) and to aid in assessing the enemy’s situation and
capabilities.  Both uses ultimately lead to a decision.  In the first case a targeting decision made
generally at the tactical level and in the second maneuver decisions at the strategic and
operational level of combat.

The first use is generally characterized by automated systems such as the Army’s Q-37
Firefinder radar system and sensors that detect mobile missile.  The level of fusion in these cases
is rather low and is generally completed by the sensor system itself.  For example, a moving
target indicator (MTI) combines location, speed and direction of movement to help establish a
track for the observed target.

Assessing the enemy situation is a more arcane process.  It generally consists of both
automated and manual processes and is the subject of ongoing resdearch.  The level of fusion
needed is much higher than that required for target nominations.  For example, it may not be
sufficient to know where the enemy is, but what he intends to do next or what he is capable of
doing next.  This level of fusion generally takes place in the command operating center as an
adjunct to the intelligence process.  However, both distributed and centralized systems are
possible.

Completeness

The ultimate goal of the fusion process is to create a picture (COP) of the battlefield that
is both complete and accurate.  The “picture” consists of a set of identified units or targets whose
location is known.  The quality of the picture depends upon the completeness and correctness of
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the entries.  The completeness portion of the quality measure then focuses on the number of
these targets or units contained in the COP.

Measure for Completeness: the degree to which detected targets in the AO can be classified

Used in this context, the term, “classified”, means that the detected targets have been
described.  Some degree of classification can take place at the sensor level.  For example, cueing
a UAV to fly over a location to view a detection made by JSTARS is an attempt to classify the
detected object using a sensor only.  Assuming this has been accomplished for one or more of the
targets, the chore at the fusion facility is easier, in that the ability to “classify” has been
enhanced.  Although classification can take place at both the sensor and the fusion facilities, we
choose to evaluate its quality at the fusion center.

Fusion Centers

We can again resort to a reliability-type model to analyze the effectiveness of the fusion
process and therefore the quality of the information it produces.  Fusion is essentially a parallel-
sequential processor.  Each intelligence discipline (INT) attempts to fuse its internal estimates
and forward them to a central fusion processor where fused feature vectors from disparate INTs
are then combined to develop the COP.  Although this may not be the physical model in all
cases, the basic sequence is generally applicable.  Figure 5 illustrates the process.

IMINT

COMINT

ELINT

Central
Processing

Within discipline 
fusion

Disparate 
fusion

Sensor 
reports

( )t"F

Fig. 5 –Parallel-Sequential Fusion Process

It is reasonable to assume that the longer a fusion facility has to examine the sensor or
within discipline reports, the more reliable the results will be.  Additional information may be
made available and in addition, some time intensive activities such as image processing will
improve with more time to process.  This also accounts for the time required to retask or cue
sensors to focus on targets of interest.

A simple representation of this phenomenon is an increasing exponential.  Each of the
within-discipline fusion centers and the central fusion center are assigned a time-dependent
fraction of detections classified of the form:

( ) ( )teatR σ
δ α −−+= 1 .
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The parameter, a, represents the fraction of the detected targets that can be fused by the sensors
themselves.  The sum 10 ≤+< αa , is the maximum fraction of the detections capable of being
classified at the fusion center and σ  is the rate at which detections are classified.
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Fig. 6 –Fusion Center Completeness

Several examples are illustrated in Figure 6.  For each curve, the parameters α and a  are
fixed at .2 and .7 respectively and only the rate of classification,σ , changes.  Note that in this
example, the fraction of classified detections for all centers is bounded between

9. and ,2. =+= αaa .

Automation and Control

The rate at which the center classifies detections depends in part upon the degree of
automation at the fusion facility.  Whereas the minimum fraction of detections that can be
classified, a, depends upon the characteristics of the sensor suite, the maximum, α+a , depends
upon the ability of the fusion center to control it.13  For simplicity, we treat automation as a
binary variable: either the facility is automated or it is not.  For operational control, we also
distinguish two types: dynamic control and static control.

Static Control implies that the fusion facility controls the sensor suite through initial tasking
only.  A sensor management plan is established at the outset of operations, and it remains fixed.
This has the effect of slowing the classification process if the plan was deficient in any way.
Therefore, the fraction of classified detections rises slowly over time.

Dynamic Control implies that the fusion center is capable of actively tasking and re-tasking
sensors to confirm reports or to bridge gaps in the data.  As in static control, the fusion facility
begins with a sensor management plan in place.  However, in dynamic control, that plan may be
altered as the operation progresses.  Clearly, this has the effect of rapidly increasing the
classification rate.

                                               
13 Technically the maximum the facility itself can classify is simply α .  The sum however includes the

detections that arrive classified.
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Combinations of automation and control protocols can produce the type curves depicted in
Figure 6.  The same should apply to ( )tRc , the completeness capability of the central fusion

facility in Figure 5.  The overall completeness of the fusion process for k INT disciplines
therefore is:

( ) ( )[ ][ ] ( )tRtRtR c

k

f ∏ =
−−=

1
11

δ δ .

Metric for Completeness: the estimated reliability of the sensor suite architecture

The estimated fraction of detected targets classified then is ( )tRf  and therefore

( ) ( ) ( )( ) ( )tRtttQ fcom ='" ,| FFF .

Correctness

As in the sensor sub-domain, the appropriate measure of correctness is how close the
fused estimate for each unit/target feature is to ground truth.  That is, how accurate are the
classifications of detections.  As before, the problem is assessing how good our estimate and
therefore the fusion process is.  However, in this sub-domain, we add the additional task of
tracking targets from time period to time period.  This suggests two measures.

Measure of Correctness (1): the degree to which the fused target features (classified detections)
reflect ground truth

In addition to developing the COP, the fusion process contributes considerably to
reducing uncertainty in the estimates.  Therefore, the performance measures that assess the
degree to which the fusion process reflects ground truth are the estimate variances.  Using the
sample variance we can calculate variance estimates for all the features in the feature vectors in

( )t"F .  We depict this as ( ) ( ) ( ) ( )[ ]tStStSt k
22

2
2
1

2 ,,, �=S , where k is the number of units/targets

classified at time t.  The metric we seek then is a combination of the elements of ( )t2S .

A weighted average is the obvious choice, except that the elements of ( )t2S  are
dimensioned quantities and therefore not directly comparable.  One solution is to normalize each
entry.  This implies that a suitable bound is available for each sample variance.  Clearly, 0 is the
lower bound for all estimates.  The problem is the upper bound.  For location for example, the
extreme upper bound is the entire AO.  However, a more practical figure can be found by
examining the operational characteristics of the sensors and sources.  Likewise, a reasonable
upper bound for speed can be found from the maximum speed of the enemy vehicles.  Some
features, like direction, have a natural upper bound.  The vector of normalized sample variances
is then:

( ) ( ) ( ) ( )[ ]tststst k
22

2
2
1

2 ,,, �=s ,

where

( ) ( )
( )tS

tS
ts

i

i
i 2

max,

2
2 = .
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The estimate of the quality of the information produced by the fusion process is the weighted

average of the elements of ( )t2s :

( ) ( )∑ == k
ii tstW

11
2ω

where ∑ = =k
i i1

1ω .  This produces a quantity between 0 and 1 where a value close to 0 is

desirable.  The problem is the basis for selecting the weights.  An obvious criterion is the relative
importance of the feature in targeting the enemy unit.  Using this criterion, the location of the
unit/target would be of highest priority.

Metric for Correctness (1): the weighted norm of the feature estimate variances.

We have that ( ) ( ) ( )( ) ( )tWtttQcor ='"
1, ,| FFF .

Measure of Correctness (2): the degree to which the fusion system maintains the target features
(classified detections) over time (tracking)

The definition of tracking is not confined to correlating moving units/targets.  Rather it
includes accounting for all units/targets from time period to time period.  If k targets have been
classified at time t-1 and n targets have been classified at time t, then we must examine the three
cases: knknkn ><=  and  , .  However, the second case is not possible in that we stipulate that
once a unit/target has been classified, it never leaves the set -- only its status changes.
Examining the remaining two cases, we have:

a. If kn = , then either we are able to correlate the units/targets in ( )1" −tF  with the

units/targets in ( )t"F  units (best case) or we are not able to do so.  This produces the
3 cases. Depicted in Figure 7.

A

Best case:  all
units/targets classified
at t-1 correlate with
all the units/targets
classified in time
period t.

B

Worst case:  no
units/targets classified
at t-1 correlate with
units/targets classified
in time period t.

C

Mixed case:  some
units/targets classified
at t-1 correlate with
units/targets classified
in time period t.

( )1" −tF

( )t"F
( )1" −tF ( )t"F ( )1" −tF ( )t"F

Fig. 7 -Tracking Cases when n=k

b. If n>k, we have classified more units/targets at time t than in time t-1.  This suggests
the three cases depicted in Figure 8
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D

Best case:  all
units/targets classified
at t-1 correlate with
all the units/targets
classified in time
period t.

E

Worst case:  no
units/targets classified
at t-1 correlate with
units/targets classified
in time period t.

F

Mixed case:  some
units/targets classified
at t-1 correlate with
units/targets classified
in time period t.

( )1" −tF

( )t"F

( )1" −tF ( )t"F ( )1" −tF ( )t"F

Fig. 8 –Tracking Cases when n > k

Metric for Correctness (2): the fraction of units/targets tracked at time t

The tracking metric from this is calculated as the fraction of units/targets tracked at time
t, ( )tT .  For cases A and D, ( ) 1=tT , for cases B and E, ( ) 0=tT , and for cases C and F,

( ) 10 << tT .  Therefore we have that ( ) ( ) ( )( ) ( )tTtttQcor ='"
2, ,| FFF  and that a composite

correctness estimate for the Fusion sub-domain is ( ) ( ) ( )( ) ( ) ( ) ( )tTtWtttQcor ωω −+= 1,| '" FFF ,

where [ ]1,0∈ω .

CURRENCY

A single time measure is appropriate for the fusion sub-domain.

Measure of Currency: latency in developing the COP

The implication is that a shorter time is preferable and therefore the processes used are
credited when the they result in a compressed completion time.

Metric for Currency: the time required to develop the COP using information produced by the
integrated multi-sensor suite

In one sense, there may be tension in this metric and the correctness metric defined
above.  In the correctness measure, the metric developed improves the sensor suite’s score when
the time available to complete the fusion is greater – but only up to a point.  This metric suggests
that the shorter time is always valued more.

NETWORK SUB-DOMAIN

In the Network sub-domain, the COP developed in the Fusion sub-domain, ( )t"F , is
disseminated via a communications network that connects all users to the fusion facilities as
depicted in Figure 2.  The product received by the users is taken to be the observed COP, ( )tO ,
and it informs both the commander’s awareness and the decisions he is to take.  The quality of

the observed COP, ( ) ( ) ( ) ( )( )ttttQ '" ,,| FFFO , is conditioned on the fused information (COP)

transmitted from the fusion facilities and is represented by the quantity, ( )( )tQ "F .
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COMMUNICATIONS NETWORKS

The battlefield of the future is likely to be highly dispersed and therefore combat will be
non-linear.  This places considerable demands upon communications networks that support
C4ISR functions.  For example, is it more efficient to create a single, perhaps out-of-area, fusion
center or are distributed centers more efficient?  With robust reach-back capability, an argument
can be made that considerable efficiencies are possible if we concentrate fusion resources at a
single site.  But this takes the responsibility for developing the COP out of the hands of the local
commander and can easily foster a “not invented here” attitude.  Indeed, this occurred during the
Kosovo conflict.  The Commander of Task Force Hawk rejected the assessment of the Joint
Assessment Center at Molesworth England that the threat from the 2nd Yugoslav Army in
Montenegro was minimal in favor of his own assessment that they posed a threat to his Apache
Helicopters based at Rinas in Albania.14

On the other hand, a distributed system has its problems as well.  Unevenness in the
quality of the fusion process due to widely varying and incomplete resources at some of the sites
is clearly a possibility.  For example, it is unlikely that sufficient imagery analysts would be
available at several sites within a theater to adequately support local commanders.  In addition, it
is likely that insufficient bandwidth would be made available to all sites to support local fusion.
The demands on the communications networks in either case are considerable.

Measure of Completeness: the degree to which all target features for all classified targets are
distributed to all COP users

Three interpretations are possible.  The first is that all users must receive the entire COP.
The second is that all users receive some portion of the COP.  Finally, the third is that some users
receive all of the COP and others only a portion.  Note that the case in which some users receive
none of the COP is covered as a “zero portion.”  We further expand on these cases below.

Metric for Completeness: the likelihood that the user nodes in a network are connected at any
time t.

The completeness metric must reflect the richness of the connectivity within the
dissemination network.  To illustrate, we postulate a small sub-network consisting of a single
fusion center, F, three COP users ( 321  and ,, UUU ), and two relay nodes, 21  and TT ,

(transshipment nodes in the language of network theory).  Figure 9 illustrates the connectivity
among the nodes.  We assume that the network is cyclic.  That is, two-way communication is
possible on all links.  However, we rule out cycles in communicating between nodes.

                                               
14 This and other incidents concerning the deployment of Task Force Hawk during Operation Allied Force

is documented in [40] Perry, et al.
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Fig. 9 -Communications Sub-Network

Using a reliability model again, we focus on link (iL ) reliability, ( )qRi , where the failure

rate function, ( )qr , is a measure of communications quality and as such is a function of the
signal-to-noise ratio (SNR), jamming, bandwidth, etc.  Depending upon the convention adopted,
we can have ( )qRi  increase as q increases or the opposite effect.  For example, if ( ) qqr = , then

( ) 2

2q

i eqR
−

= , and ( )qRi  decreases with increasing q.  This can be used to model the effects of

jamming for example.  However, in the case of SNR and bandwidth, we would expect the
reliability of the link to increase with increasing values of q.  To get this opposite relationship,

we can set ( ) 2

2

1

q

i eqR
−

−= .

The probability that a user is connected then is the probability that at least one path
between the fusion facility and the user is available at any time t, given the values of q for each
of the links.  The information transmitted over the network is then the joint probability that all of
the users are connected at time t.  For the simple network in Figure 9, we complete the
calculations depicted in Table 1.  The last column is the probability that the individual user is
connected at time t and therefore the assessment of complete network connectivity is the
probability that all users are connected or:

( ) ( )∏ =
= 3

1i itt UPNP .
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Table 1
Network Completeness Assessment

User Path Path Reliability Probability Connected ( )it UP

1U 6L

45 LL →

137 LLL →→

( )qR6

( ) ( )qRqR 45

( ) ( ) ( )qRqRqR 137
[ ][ ][ ]137456 1111 RRRRRR −−−−

2U 7L

316 LLL →→

3145 LLLL →→→

( )qR7

( ) ( ) ( )qRqRqR 316

( ) ( ) ( ) ( )qRqRqRqR 3145
[ ][ ][ ]31453167 1111 RRRRRRRR −−−−

3U 216 LLL →→

237 LLL →→

2165 LLLL →→→

( ) ( ) ( )qRqRqR 316

( ) ( ) ( )qRqRqR 237

( ) ( ) ( ) ( )qRqRqRqR 2165
[ ][ ][ ]2165237216 1111 RRRRRRRRRR −−−−

Although we have been focused primarily on the quality of information disseminated
over the network in terms of its completeness, it is also possible to view the combined link
probability for each user as the fraction of the COP received by each.  For the entire network, the
fraction of the COP received by all users is equivalent to the network reliability or

( )[ ] ( )NPtP t="F .  We conclude this because for each user, ( )[ ] ( )ii UPtP ="F  represents the

fraction of the COP received by the user.  The product of these probabilities is ( )[ ] ( )NPtP t="F .

This can also be extended to assess the amount of the COP received.  The overall average
amount of the COP received by all users is ( ) ( )[ ]tPt "" FF  and the expected amount delivered to

each user is ( ) ( )[ ]tPt i
"" FF .  This formulation can lead to an assessment of the amount of

information that is common among all users and the amount that can be shared.

Shared Information

Figure 10 is a collapsed depiction of Figure 9 that focuses on the amount of information
received by the users.  The shaded circles in the diagram represent the amount of information
(portion of the COP) received by each of the three users in Figure 9.  The white circles represent
the entire COP.  The fraction of the COP represented by the shaded circles is ( )[ ]tPi

"F  on the arcs

emanating from the fusion center.  The small area in the center of the three joined circles
represents the information that is common among all the users whereas the residual gray area has
the potential to be shared among all the users depending upon the ability of the group to
collaborate.  It is clear that the ability to collaborate has the potential to increase the amount of
information shared among the users thus contributing to shared situational awareness.
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F

S1

S2

S3
Common Shared Information

( )( )tP "
1 F

( )( )tP "
2 F

( )( )tP "
3 F

( ) ( )( )tPtS ii
"" FF=

Potential Shared Information

Fig. 10 –Shared and Common Information

Functional Interpretations

Finally, we address the three interpretations suggested by the completeness measure.  We
first note that ( )NPt  can be interpreted as “the fraction of the COP received by all users”, or “the

fraction of the users receiving all of the COP.”  Thus we account for the first two interpretations.
The third is a bit more problematic.  Suppose each user required information only on those
targets/units within its area of operations and that only this portion of the COP is to be
disseminated to each.  This is particularly applicable to the non-linear battlefield.  This could be
interpreted then as each requiring a fraction, iϕ , of the COP, ( )t"F .  The combined link

probability for each user then would represent the probability that the user received the portion
of the COP represented by ( )ti

"Fϕ .  The network completeness score, ( )NPt , would then

represent the probability that each user received the fraction of the COP it required.

Based on the foregoing, the completeness metric for the Network sub-domain is
( ) ( ) ( ) ( )( ) ( )NPttttQ tcom ='" ,,| FFFO .

Measure of Correctness: the degree to which the COP users receive the distributed information
(COP) without degradation

Network correctness is measured in terms of the likelihood that all users receive the same
COP or portion of the COP that was transmitted to each from the fusion facilities.  This is
essentially the probability of correct message receipt (PCMR) for the entire communications
network used to disseminate the COP to users.

Metric for Correctness: probability of correct message receipt (PCMR)

The conditional probability, ( ) ( )( )ttPij
"|FO , is defined as the probability that, at time t,

the user iU  receives the observed COP, ( )tO , given that the COP, ( )tij
"Fϕ  was transmitted to

user iU  from the fusion facility j.15  These probabilities are related to the quality of the

channel(s) over which the information is transmitted.  Therefore, such things as SNR, bandwidth

                                               
15 For the rest of this discussion, we assume that 1=ijϕ .  That is, we assume that interpretations 1 and 2

apply.  Either all users receive a fraction of the entire COP or the entire COP is received by a fraction of the users.
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and jamming are also determinants of the PCMR.  However, it is also dependent upon the input
to the channels.  The PCMR then is the joint probability that the COP was transmitted correctly
from fusion facility j and that the user iU  received the observed COP correctly or

( ) ( )( ) ( )( ) ( ) ( )( )ttPtPttP ijij
""" |, FOFFO = .16

The problem then is to find adequate representations for the marginal probabilities,

( )( )tPj
"F , and the conditional probabilities ( ) ( )( )ttPij

"|FO .  The second of these is totally

dependent upon the reliability of the communication paths between the fusion facility j and the
user iU .  This is the connectivity probability calculated above in Table 1, or ( )it UP .  Recall that

this quantity is developed from the individual link reliabilities with the parameter q representing

the SNR, jamming, bandwidth, etc.  The marginal probability, ( )( )tPj
"F , is the probability that

the COP, ( )t"F , will be transmitted correctly and is therefore a function of the communications
equipment and personnel within the fusion facility.  These probabilities should be assessed
empirically by examining performance in deployments and exercises and simulations.  The
PCMR at time t for user iU  therefore is now:

( ) ( )( ) ( )( ) ( )itjijij UPtPttP "",PCMR FFO == .

The overall network PCMR is the joint probability of all the fusion facility-to-user
PCMRs or:

( )( ) ( )it

n

j

m

i jt UPtP∏ ∏= =
=

1 1

"PCMR F .

This is equivalent to the average fraction of the observed COP that is correctly received by each
user.  Therefore the correctness metric for the Network sub-domain is

( ) ( ) ( ) ( )( ) tcor PCMRttttQ ='" ,,| FFFO .

Measure of Currency: transmission latency from fusion facility to user

Currency in a network is dependent upon the rate at which data can be transmitted over
the network’s links.  This is dependent upon bandwidth and the complexity of the
communications paths between subscribers.  It is generally considered advantageous for this time
to be minimum.

Metric for Currency: the average end-to-end time delay for transmitting the COP from the
fusion facilities to the users

There are several possible conventions for calculating the time delay from a single fusion
facility to a specific user.  A conservative approach is to calculate the time required along the
“longest” path.  Another is to select the minimum and another might be to calculate the average
of all paths.  Once the individual fusion facility to user time delays have been calculated, the
overall average network transmission delay is simply the average of these times.

                                               
16 See for example, [6] Blahut.
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A Note on the General Applicability of Network Metrics

As mentioned earlier, network metrics reflect the richness of the connectivity within the
network.  The simple example presented here illustrates a rather weak network.  In most cases,
terminal nodes may also be relays thus providing considerably more alternative paths.  In the
limit, every node is a relay and every entity on the battlefield is a node.  The Army refers to this
as a “nodeless network”, the idea being that with such a richly connected network the loss of a
node will not degrade performance in any appreciable way ([30] Nichols).  In fact, if the network

is a complete graph with n vertices, there are 
( )

2

1

2

+=




 nnn
 edges.  A complete graph is one in

which distinct vertices are connected by an edge.  With 10 nodes or vertices for example, we
have 45 binary connections and for 100, we have 4,950.17

With robust networks of this type, it is perhaps unnecessary to calculate the likelihood
that all users receive the COP.  Given that there is likely to be several originating “fusion
facilities”, the task of enumerating each path is formidable indeed.  The problem of correct
message receipt is also improved.

The problem however will be in estimating the conditional probability ( ) ( )( )ttPij
"|FO .

This value is clearly dependent upon the redundancy of paths between the fusion center and the
users and therefore the number and length of those paths becomes an important factor.  One way
to estimate this quantity is to calculate the longest path between the fusion center and the user (in
terms of the number of edges or links traversed).  For a fully connected network (complete
graph), the longest path is 1−n  where n is the number of nodes or vertices.  The problem is
calculating the number of such paths in the network.  For example, for a three-node network,
there is only one 2-link path from any one node to another.  For a four-node network the number
of three-link paths is 2 but for a five-node network, the number of four-link paths is 6.  There are
several ways one might approximate the number.  One might be to assume there are n paths of
size 1−n .  If we let p be the conditional probability for one 1−n  link, then we might assess the

overall conditional probability to be ( ) ( )( ) ( )n
ij pttP −−= 11| "FP .

THE COGNITIVE DOMAIN

The product produced in the information domain is the observed common operating
picture depicted as the feature vector, ( )tO .  In the Cognitive Domain, the products of the

information domain are used to take decisions.  The mental processes that transform ( )tO  into a
decision and a subsequent action are not well understood.  They depend upon a range of factors
including a few psychological concepts.  The focus here is on the steps taken before decision and
subsequent action take place.  The cognitive process is described for individuals and for
interacting, collaborating individuals.  The objective is to identify the factors that most influence
variations in individual situational awareness, collaboration, and shared situational awareness,
prior to decision making.

                                               
17 See for example [22] Jackson and Thoro.
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Awareness, situational awareness, shared situational awareness, and collaboration are
terms frequently encountered in discussions of combat decision making. Formal definitions of
these terms exist, but they are not always consistent and sometimes they are not precise enough
to satisfy the requirements of rigorous mathematical analysis.  Below, we offer definitions of
these terms that are used in this research.

Def. 4: Awareness is the generic ability to draw inferences from the observed COP generated in
the information domain.

Def. 5: Situational awareness is the ability of a decision maker to draw inferences about the
situation facing him based on the observed COP. 18

Def. 6: Shared situational awareness is the ability of a decision making team to share inferences
about the current situation.19

Def. 7: Collaboration is a process in which two or more people work together to achieve a
common objective.

The decision maker must understand the picture presented to him, that is, he must be
aware of what he sees and hears.  There is no guarantee that the commander will be cognizant of
the situation presented to him and therefore there is no guarantee that he will be willing to act
regardless of how complete, correct, and timely the COP is.  His actions will depend upon the
situation, his skills, and the collaborative environment.  In general, however, the information he
needs must be of sufficient quality to make him fully aware of the situation before him.
Consequently, it is important to develop a functional relationship between the various quality
metrics and awareness.

Realizing the complexity of representing the functional relational relationships between
the various quality metrics and awareness, we choose to address them in three steps: (1) first
model an individual decision maker's situational awareness, (2) next, model the information
available to individuals participating together in some joint collaborative action; and (3) finally,
modify the model of an individual's situational awareness to include factors representing
information available to collaborating individuals, then extend this model to that of the
situational awareness of an entire collaborating team

INDIVIDUAL SITUATIONAL AWARENESS

The task of identifying what it will take for a decision maker to correctly assess the
situation presented to him, i.e., “be aware”, is a complex business.  Several factors come into
play: education and training, experience, the current situation, cultural background, personality,

                                               
18 Other definitions of situational awareness focus more on a state of mind rather than the ability to infer.

Carl Builder referred to situational awareness as a state attained by a decision maker in which he is cognizant of the
key physical, geographical, and meteorological features of the battlespace that will enable his command concept to
be realized ([10] Builder, Bankes and Oxley pp xv).

19 The Army’s Digitization Office defines shared situational awareness as “…the ability of a unit to know
where its friends are located, where the enemy is, and to share that information with other friends, both horizontally
and vertically, in near real-time.”  Again, this is a state focused definition.  It describes the state required to achieve
shared situational awareness.  We prefer to use the more useful inference definition ([41] U.S. Army Digitization
Office).
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language, the opportunity to collaborate with others, the quality of the information presented, etc.
We propose the following metric for individual situational awareness:

Metric for Degree of Individual Situational Awareness: The fraction of fused feature vectors
that can be interpreted by the decision maker.

This emphasizes the use of the individual components of the COP and includes a reference to the
ability of the individual decision maker.  It also does not place greater or lesser value on the
correct interpretation of fused feature vectors by the decision maker: rather it focuses exclusively
on the ability of the decision maker to interpret what he sees.

It is impossible to deal with all of the factors that contribute to an individual decision
maker’s level of situational awareness.  Instead, we resort to an agent representation of a
decision maker.  That is, some combination of the factors listed in the previous paragraph will
predispose the commander to quickly grasp the situation and others that will not.  We simply
posit a continuum and select discrete points on that continuum.  For example, suppose we focus
on three factors: education and training, experience, and the current situation.  For all of these
factors, the domain is clearly continuous.  Rather than deal with the complexities of continuous
domains, we instead define two discrete points for each as depicted in Table 2.

Table 2
Exemplar Discrete Awareness Attributes

Attribute High Low

Education and
Training

Graduate of advanced service and
civilian schools

Limited education beyond undergraduate
studies and basic service school

Experience Senior officer who has commanded
troops in several operations.

Junior officer with limited combat
experience.

Current situation Familiar with the current situation. Unfamiliar with the current situation.

A strict combinatorial assessment produces eight distinct possible awareness conditions
that characterize a commander’s predisposition to grasp the situation presented to him.  We refer
to these as decision agents.  Suppose we focus on just four that descend in the order of awareness
of the situation presented.  These are described in Table 3 where the exemplar decision agents
are denoted by - i.

Table 3
Exemplar Decision Agents

i- Agent Characterization Description

1- Highly capable An experienced, well educated commander familiar with the situation
confronting him and a veteran of considerable field training.

2- Diminished capability An experienced commander with limited education, unfamiliar with the
situation confronting him and with some field training.

3- Marginally capable An inexperienced commander with limited education, unfamiliar with
the situation confronting him but with some field training..

4- Incapable An inexperienced commander with limited education, unfamiliar with
the situation confronting him and with little field training.
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Next, we let [ ]1,0∈A  represent the degree (level) of individual situational awareness
each of the commander decision agent types possesses.  For example, a commander who is
totally aware of the situation presented to him, that is, one who is able to interpret almost the
entire observed COP, has a score close to 1.  The remaining question is how does the quality of
the information represented in the COP influence the commander’s awareness?  It seems
reasonable to assume that information of higher quality will tend to increase awareness
regardless of the commander’s inherent awareness characterization.  Consequently, we seek a
functional relationship in which the dependent variable is “awareness”, A, and independent
variables are information quality measures.

The chore remaining is to relate the awareness of the four alternative decision agents to
each of the total information quality measures.  This suggests four iso-relationships for each of
the measures.  Recall that the awareness range (the dependent variable) is [ ]1,0∈A .  For
completeness and correctness, the domain is also between 0 and 1.  What is needed is a
relationship that shows decision agents with high awareness ( 21  and -- ) becoming more
situationally aware with increasing completeness and correctness, and the converse for decision
agents with low awareness ( 43  and -- ).  The so-called logistic or S-curve depicted in Figure 3

illustrates such a relationship for completeness.  For low levels of information quality, awareness
is at its lowest level.  For some region of awareness above this threshold, awareness increases
rapidly tapering off considerably beyond this region.  These curves are all of the form:

1.  
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Equation 1 utilizes parameter C to represent information completeness.  Parameters β0 and
( )iΦ1β  reflect the decision agent's characterization.
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Fig. 10.3 – S-Curve Representation of Quality Effects on Awareness

                                               
20 This curve is sometimes referred to as the logistics response function or the growth curve.  See [29]

Neter and Wasserman.
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The relationship defined in Equation 1 is more generally applicable to quality of
information.  Extending Equation 10.1, the general relationship is:

2  ( )
( ) ( )( )

( ) ( )( )tQ

tQ

i

i

i e

e
tA

O

O

Φ+

Φ+

Φ
+

=
10

10

1 ββ

ββ
,

where ( )( )tQ O  is the quality of the observed COP at time t.  We interpret ( )tA
iΦ  as the Degree

of Situational Awareness -- the fraction of the observed COP that an individual decision maker
with ability i-  can interpret at time t.  This function is related to time through the quality

measure, ( )( )tQ O .  It is parametrically related to i-  in that we postulate a finite set of

capabilities and adjust ( )iΦ1β  accordingly.

This relationship must now be refined to account for the effects of individuals
participating in some joint action prior to decision making.  That is, we wish to explicitly
represent the effects of collaboration on the individual decision maker as the first step toward
measuring shared situational awareness for a collective decision team.

SHARED SITUATIONAL AWARENESS

Our model of individual situational awareness thus far includes parameters representing
differences among individual decision agents, β0 and ( )iΦ1β , and the quality of information

produced in the Information Domain, ( )( )tQ O .  To describe shared situational awareness we
must augment the current model with parameters representing the complex interactions in
situations involving more than one individual that may result in shared situational awareness.
We propose the following metric:

Metric for Degree of Shared Situational Awareness:  The fraction of fused feature vectors in
the COP that can be interpreted in a similar way by members of a team, whether or not they
collaborate.

This emphasizes the importance of individual situational awareness and allows consensus
to exist even though individual decision makers have not collaborated.  Collaboration may not be
needed when information quality is very good, each of the commander agents is highly capable
and know that the other commander agents are of similarly capable, and the situation at hand is
not unusual or complex.  It also emphasizes the importance of the factors affecting individual
situational awareness, the quality of collaboration, the impact of collaboration upon individual
decision agents, and factors representing situation complexity.  The focus here will be on the
quality of collaboration and the impact of collaboration upon individual decision agents.

Collaborating Teams

There are two significant categories of attributes affecting collaborating teams: individual
and group.

(1) Individual: Experience; familiarity with situations similar to the current situation; ability to
share knowledge; ability to access other's knowledge; access rights; authority level; and
collaboration tool competence.
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(2) Group:  Task structure; role specification; shared operational model; degree of common
language; group dynamics; and quality of interoperability provided by the collaboration
environment.

Both are important to describing a collaboration, and therefore both are considered in modeling
shared situational awareness.  Of concern however, is identifying the factors that impact
interactions among collaborators and selecting those that have the most impact.  The literature
seems to suggest that formality of interaction, group size, group roles, and task complexity are
the most important.  The structural model we propose for collaborative team interaction is
derived from these attributes and factors.

Transactive Memory Systems

Information can be stored and retrieved internally by an individual.  However, if an
individual stores information externally, the storage and retrieval process must also include the
location of the information.  If externally stored information resides in another person, a
transactive memory system exists.  Individuals can be assigned as information stores because of
their personal expertise or through circumstantial knowledge responsibility.

The term “transactive” is used with memory system because of the nature of the process
involved and its role in collaborative decision making.  Participants in the system conduct
transactions concerning the shared information COP based on what portion of it each has
received.  In a well-ordered and experienced team, individuals need only store what is unique to
their role and depend upon others to do the same.  An individual member therefore needs to
know who has what information or who knows who has what information.  A fully matured team
therefore is based on some degree of trust as well as experience.

A Model for Developing a Transactive Memory System

Ulhoi and Gattiker define an iterative process for the incremental divergence or
convergence of knowledge in a description of how people develop a conceptual framework for
solving a technological problem ([48] Ulhoi and Gattiker pp 7-87 – 7-93).  The key features are the
iterative stages of individual information assessment, followed by team discussion, leading to
some state of shared situational awareness.  The team discussion period consists of reinforcing
and refuting current beliefs about the situation.  Knowledge divergence results from the
presentation of interpretations from collaboration team members.  Knowledge convergence is the
result of consensus derived from assessment about the beliefs of other team members during the
team's discussions.  There are three shared situational awareness states in this process:

(1) In the Initial Calibration state, team members have achieved consensus about what roles
each team member can and will perform in the collaboration and the team generates initial
alternative actions for further discussion.

(2)  In the Structured Knowledge state, team members begin to organize internally and externally
stored information for the situation and begin to form transactive memory.  The team has
progressed to consensus about who knows what about the situation and has identified
alternatives for further analysis and comparison.

(3) In the final state, Common Knowledge, not only do team members reach consensus about
who believes what but also about what is true for the situation.  Alternatives proposed are
assessed against the consensus reached about who knows what, and what is true.
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Estimating Team Hardness

A functional model has been selected for team hardness, the degree to which the
collaborating team achieves effective performance.  A basic assumption is that the rate at which
the ratio of shared information storage or complexity in the transactive memory grows is linear.
The rate depends upon the degree of consistency maintained by team membership over time and
by the complexity of the situation.  We represent the growth rate as a parameter, k, expressed in
units of hardness per unit time.  With a constant growth rate model, we can represent team
hardness as a simple increasing exponential.  If we let t represent the time elapsed since the start
of the operation (usually in minutes), and τ  the length of time the team has been training or

operating together (usually in months), transactive memory is ( ) kTeTTM −−= 1 , where
tT += τ .  The operation is assumed to have begun at time 0=t .

The Extended Model

The mathematical model for shared situational awareness extends equation 2 to account
for team the collaboration group attributes discussed above.  The individual is placed in a team
and his situational awareness is measured in that setting.  Note that this is not the same as team
awareness but rather the effect of team dynamics on an individual member of a collaborative
decision making process.  The contribution is derivative of the transactional memory function
and therefore, team hardness.  Next, we address consensus that develops among collaborating
individuals and its impact on the team's shared situational awareness.  Finally, we account for
diversity of decision agent capabilities among the collaborators that results in our composite
model for the degree of shared situational awareness.

Team participation can have both a salutary effect and a deleterious effect on individual
awareness.  Presumably team participation produces positive synergies that improve individual
performance.  However, there can be instances where individual team members with limited
ability but with positions of authority enforce their will on the process to the detriment of other
individuals in the team.  In addition, quality, ( )( )tQ O , may decrease over time based on the
fusion sub-domain metrics.  This effect is included in the individual shared awareness function,
expressed in Equation 2.  A new measure of individual situational awareness that combines these
factors and that includes transactive memory is:
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Note that if −∞→0β  at time 0=t , ( )( ) 0Q t =O  and ( ) ( ) 0== τTMTTM  for a team with no

collective experience.  ( )tA
i

'
Φ  is now the fraction of the observed feature vectors interpreted by

the individual decision maker with capability iΦ  and with benefit of team participation.

The next step is to evaluate the situational awareness of the team when working together.
This is what we refer to as shared situational awareness.  We now wish to assess the collective
fraction of the observed COP, ( )tO , that can be interpreted by the entire team.  This will be a
function of the individual situational awareness of the members with different capabilities when
working in the team environment and their situational awareness of the individual feature vectors
in the observed COP.  This is a bit more problematic.  For any two team members for example,
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we wish to know which feature vectors they can jointly interpret.  This implies that we not only
know the fraction of the observed COP they can interpret, but WHICH features they can
interpret.

Suppose we let m be the number of feature vectors in the observed COP, i.e., the
cardinality of the set ( )tO  is m or ( ) mt =O , and the number of feature vectors interpreted by

all team members with capability iΦ  at time t is ( )tmA
i

'
Φ .  However, the feature vectors

interpreted may not be the same for each individual.  For team member j with capability iΦ , the

cardinality of the set of feature vectors he can interpret is therefore ( ) ( )tmAt
iij

'
ΦΦ =F .  Since it

is impossible to know which vectors have been interpreted, we examine instead the possible
overlaps.  The intersection set between two team members, j and k, one with capability iΦ , and

one with capability lΦ  is given by: ( ) ( )tt
li kj ΦΦ ∩ FF .  The smallest number of element in this

set (overlap) is ( ) mAtA
ki

''
ΦΦ −  and the largest it can be is ( ) ( ){ }tmAtmA

ki

'' ,min ΦΦ .  A reasonable

estimate therefore of the fraction of overlapping feature vectors interpreted by team members j
and k with capabilities iΦ  and lΦ  is the average of these two quantities or:
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For example, if li = , ( ) ( ) ( )tAtG
iik

'2/1 Φ= .  This appears to be right in that on average, two team

members that can interpret the same number of feature vectors will, on average, have half in
common.

Next we need to account for the composition of the team itself.  That is, we must account
for the number of each capability type present in the team and the size of the team.  To do this
for each feature vector, we pair all possible capability types making the calculation above and
averaging the result, or, for a team of size n:
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The degree of shared situational awareness, TA(t), is the collection of fused feature
vectors at time t that can be interpreted in a similar way by members of a team if they
collaborate.  With this equation, we achieve the desired result: the development of a metric that
assesses the effects of quality information processing, individual situational awareness and team
collaboration on shared situational awareness.

SUMMARY OF MEASURES AND METRICS

We have developed a framework for developing quantitative metrics for the quality of
information and we have suggested several mathematical representations.  In addition, we have
mathematically linked the quality of information to shared situational awareness and in the
process, suggested how collaboration and team hardening contribute.  The following summarizes
both the methodology developed and the suggested mathematical expressions in both the
information and cognitive domains.
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In formation Domain

We have argued that the information quality metrics of correctness and completeness can
be treated as probabilities and hence conditional and joint probability calculations applied.  As
currently formulated, this is not exactly correct because, among other things, ( )tF , ( )t'F , ( )t"F

and ( )tO  are not random variables and therefore ( )( )tQ F , ( ) ( )( )ttQ ',FF , ( ) ( ) ( )( )tttQ "' ,, FFF  and

( ) ( ) ( ) ( )( )ttttQ OFFF ,,, "'  are not probabilities.  The composite completeness and correctness, that
is, the overall quality of the information produced by the C4ISR system, however can be
calculated in the same way that a chained conditional probability is calculated.  For correctness
and completeness, we have that the composite calculation is:
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chained calculation for completeness and correctness using the metrics defined in earlier and
summarized in Table 5 are:

( ) ( ) ( ) ( )( ) ( ) ( ) ( )NPtRdRttttQ tfcom ="',, FFFO  and

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )[ ] tcor PCMRtTtWtttttQ ωωρ −+= 1,, "' FFFO .21

Table 4
Summary of Information Domain Measures

Sensor Measures Fusion Measures Network Measures

Completeness: The degree to which the information received and transmitted is free of gaps.

The degree to which real targets
in the area covered are detected.

The degree to which detected
targets in the AO can be
classified.

The degree to which all target
features for all classified targets
are distributed to all COP users.

Correctness: The degree to which the information agrees with ground truth.

The degree to which the true
target features approximate their
ground truth values.

The degree to which the fused
target features (classified
detections) reflect ground truth.

The degree to which the fusion
system maintains the target
features over time (tracking).

The degree to which the COP
users receive the distributed
information (COP) without
degradation.

Currency:  The time required for the ISR system and the fusion process to produce a common operating
picture of the combat situation.

The latency in completing
required sensor operations and
local data processing.

Latency in developing the COP. Transmission latency from
fusion facility to user.

                                               
21 This assumes that precision is used as a measure of sensor correctness.
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Table 5
Summary of Information Domain Metrics

Measure Sensor Fusion Network

Completeness ( )dRt : The percentage of

targets detected.

( )tRf : The percentage of

detected targets identified.

( )NP
t

: The fraction of

unit/target features for all
classified units/targets that
are distributed to all COP
users.

Correctness ( )tα : The fractional bias in

the estimate.

( )tρ : The fractional

precision.

( )tW : The degree to which

detected targets reflect
ground truth.

( )tT : The degree to which

the fusion system maintains
the target features over time
(tracking).

tPCMR : The fraction of the

distributed COP received by
the users without
degradation.

Timeliness
1t : Time required to

complete target detection
and establish a target track.

2t : The time required to
retask sensors to provide
coverage of high priority
area targets.

3t : The time required to

develop the COP using
information produced by the
integrated multi-sensor
suite.

4t : The average end-to-end

time delay for transmitting
the COP from the fusion
facilities to the users.

Cognitive Domain

The link between the information domain and the cognitive domain is through the
ultimate measure of information quality, ( )( )tQ O .  The development of this link is summarized
below.

We begin with a measure of individual situational awareness, ( )tA
iΦ , based on certain

capability characteristics of the decision maker.  Next, we assess the effects of team participation
through collaboration on shared situational awareness.  The effects of team participation depends
upon the level of team hardness achieved which ultimately influences the quality of the
transactive memory system, ( )TTM , shared by the team.  The result is a mathematical
expression for shared situational awareness for team members with inherent capability
characteristics, i- :

( )
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Next, we assess the pairwise interactions of the team members with different (or similar)
capability characteristics:
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Finally we account for the composition of the team itself too include the number of team
members and the capabilities of each.  This results in the approximate relationship for a team of
size n:
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The degree of shared situational awareness, TA(t), is the collection of fused feature
vectors at time t that can be interpreted in a similar way by members of a team if they
collaborate.  With this equation, we achieve the desired result.

CONCLUSIONS

We firmly believe that to adequately assess the contribution of C4ISR toward achieving a
network centric warfare capability a new set of mathematically rigorous concepts and tools are
required as is the case with the development of any new branch of science.  This work represents
a small step toward doing this by solidifying and quantifying some information superiority
concepts that up to this point have been abstract or vague.  The focus has been on both the
quality of information processing and some of the cognitive aspects of achieving individual and
shared situational awareness.  However, this is not the end of the story.  Much still needs to be
done:

In some cases, data may exist in the military C4ISR community to confirm or disconfirm
the mathematical relations presented here.  In these cases, locating and assessing the data is
required.  Where data does not exist, further experimentation or historical analysis is required.
Although we are confident that the methodology is workable, we are less certain about the
mathematical formulations.  This needs to be verified experimentally, if possible.

As noted earlier, the discussion of the Cognitive Domain is not complete.  The
relationship between information quality and shared situational awareness is the first step in the
decision making process.  Further work is needed to codify the relationship between shared
situational awareness and the ability of the decision maker to make inferences from the COP,
that is his understanding of the situation.
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