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Abstract

This research explores the potential of agent technology for adaptive Quality of Service (Qo0S)
management of C4ISR networks. With the growing emphasis on information superiority, any
timesavings or additional utilization of resources enabled by effective network management become
increasingly important. Intelligent agents are ideal for assessing information, adapting to dynamic
conditions, and predicting future network conditions. In the kernel of the proposed multiple agent system
(MAS) testbed are agent shared memory and majority rule architectures for agent conflict resolution. The
case based reasoning (CBR) technique provides the foundation for building the agents’ shared memory o
QoS management solutions and allows the individual agents to share their associations of feedbacl
controls in response to application and user QoS profiles. Based on the Telecommunications
Management Network (TMN) functionality, we use this agent architecture to effectively translate the
warfighter’'s service layer application requirements across the network. The fundamental frameworks of
Service Level Management (SLM) and Policy Based Management (PBM) serve as cornerstones in
effectively gathering specific application requirements. Finally, we apply these techniques to an actual
C4ISR application at the Pacific Region Network Operating Center (PRNOC) for ongoing research study
and agent implementation feasibility studies at the Naval Postgraduate School.

. INTRODUCTION: C4ISR IN THE 21 °" CENTURY

C4ISR networks of the future are increasingly reliant on fast, efficient information exchange over
wide distances. In the 2tentury, information superiority is the key to battlespace dominance. C4ISR
networks are the enablers to this goal and central in the Navy’s movement towards Network Centric
Warfare. At a minimum, C4ISR networks must be capable of providing voice, video, and data
capabilities to the warfighter. At the same time, the information exchange must be accurate, timely, and
secure in order to be useful. These factors make the effective management of C4ISR networks
paramount. As the growth of information technology increases, so does the need for coordination and
maintenance.

The evolution of C4ISR networks and their management systems over the years has resulted in &
variety of network management issues. Although all C4ISR networks are required to follow the same
basic guidelines and interoperability standards under the Joint Technical Architecture (JTA) and Defense
Information Infrastructure Common Operating Environment (DII-COE), there are many different
considerations that must be reconciled. These include: diverse services, networks, and technologies
multiple vendor equipment; loosely organized management applications; multiple management protocols;
and multiple data representations [1]. C4ISR networks must be capable of adapting end-to-end resource
and Quality of Service (Qo0S) across heterogeneous, and oftentimes, mobile networks.

In general, management of these networks occurs at Network Operations Centers (NOC’s).
NOC'’s utilize standard network monitoring approaches like Simple Network Management Protocol
(SNMP) and Common Management Information Protocol (CMIP) to monitor, test, and evaluate network
parameters including traffic patterns, bandwidth utilization, network response times, and e-mail response
times. Unfortunately, with increasing requirements for fast information exchange, these techniques neec
improvement and adaptive management capability.

Adaptive management capability of C4ISR networks could be achieved through the usage of
multiple collaborative, intelligent agents to overcome the nominal deficiencies in C4ISR network
management. Although agent technology is relatively new, it has already demonstrated exciting potential
in a variety of applications that lend themselves to this research. Basic agent characteastasoatiy,
adaptability, scalability,and co-operabilityallow the sharing of information over the entire span of the



network. Intelligent agents assess information, adapt to existing conditions, predict future network
conditions, and advise on anticipated future conditions. With multiple, collaborative agents, knowledge
and expertise can be shared, eliminating the need to store all knowledge locally. In the context of a
dynamic environment with unique application profiles, this framework is ideally suited for translating the
warfighter’s service level requirements. The end result is a more efficient, responsive, and potent C4ISR
network.

In the kernel of the proposed multiple agent adaptive management testbed are agent sharec
memory and majority rule architectures for agent conflict resolution. Thebease reasoning (CBR)
technique will be used as the foundation for building the agents’ shared memory of QoS management
solutions. It allows the individual agents to share their associations of feedback controls in response tc
application and user QoS profiles.

The committee type multi-participant group decision support technique will be adopted for
resolving the conflicts among multiple agents in allocating the networking resources in response to the
conflicting QoS requirements. The conflict resolution architecture is composed of an artificial neural
network (ANN) with two hidden layers. Each node in the second hidden layer represents the committee
solution for QoS resource allocation that the multiple agent system (MAS) learned while managing the
C4ISR task and adapting to the conflicting QoS requirements.

In accordance with the Telecommunications Management Network (TMN) functionality, the agent
architecture effectively translates the warfighter's service layer application requirements across the
network. The fundamental frameworks of Service Level Management (SLM) and Policy Based
Management (PBM) are used to effectively gather the specific application requirements. From these
requirements, the multiple agent testbed becomes the enabling framework for the intelligent adaptive
capability of collaborative work.

Using these building blocks for our research, we investigate an actual C4l application at the
Pacific Region Network Operating Center (PRNOC) and use it for ongoing modeling and simulation
research at the Naval Postgraduate School. In this instance, we are investigating the adaptive allocation c
bandwidth under dynamic conditions via multiple collaborative agents.

A. Organization of Remaining Sections

Above, we introduced the basic context of this research, that is, adaptive QoS management of
C4ISR networks in the 21century. In Section |, we investigate the tenets behind agent technology and
introduce the proposed agent architecture for this research. Section Il is a review of adaptive QoS
management. Section IV is a continuing discussion of our proposed architecture, and the application of
these concepts in an actual C4l application. Section V contains our concluding notes and introduces
ongoing work at the Naval Postgraduate School.

. AGENT TECHNOLOGY

Agent based technology is an interdisciplinary area of research that started receiving special
attention from the research community in the early 1990’s. This technology holds exciting potential for
the artificial intelligence (Al) and computer science communities because of its ability to reach a broad
range of applications across many industries. To reach this potential, there are also many challenging
problems including security, resource consumption, complexity, and the degree of trust in agents to do
exactly what is desired. While these challenges are real, they are not enough to dampen the spread of tt
agent paradigm. Researchers are continually developing innovative new approaches and applications fo
agent technology.



From DoD’s perspective, agent technology is expected to help reduce time spent manipulating
stovepipe command and control (C2) systems, make it easier to assemble future systems, improve
interoperability, reduce system complexity, and help solve data blizzard and information starvation
problems [2]. Agent applications range from robotics to information retrieval to e-commerce to network
management and telecommunications. Based on this versatility, it is easy to envision agent technolog
being applied in the area of adaptive QoS management.

A. What is an intelligent agent?

In general, intelligent software agents are a relatively new class of software that act on behalf of
the user to find and filter information, negotiate for services, easily automate complex tasks, or
collaborate with other software agents to solve complex problems. The main idea behind software agent:
is delegation whereby the user delegates a task to the agent. In turn, agesusoacimouslyo perform
the task on behalf of the user. In order to facilitate task accomplishooemtpunicationis an important
interface between user-to-agent and agent-to-agent. Finally, the agents must benabiéotahe state
of their environment and make the decisions necessary to complete their tasks. [3]

When working with agent technology, the first order of business is effectively localizing the
meaning of the term “agent,” for there are literally hundreds of definitions and contexts. The term agent
is highly overused and can mean different things to different applications. For instance, in network
management, there are SNMP and CMIP agents, but these are really nothing more than servers providin
data to their clients. On the other hand, there are expert systems with huge knowledge bases, which ar
also considered agents because of their intelligent behavior. This work focuses on the latter type of agen
that intelligently makes decisions. Ultimately, these agents interface with the SNMP/CMIP agent
functionality only as the abstraction of higher service level requirements to lower network level
requirements.

In general, the following basic definition of agent applies to this research: “A computational entity
that acts on behalf of others;aatonomousadaptive andintelligent and exhibits the ability to learn and
cooperate dollaboratg ” [1]. More advanced agents may also have other attributes, sutiokakty
(allowing migration from host to host) argkersonality (manifesting some human qualities such as
cooperation, caution, and greed). These additional characteristics can be explored as possible
enhancements or alternatives to the research.

B. Agent Topology

As for the classification of agents, the range of methods to develop a standard topology is highly
varied. One prevalent method of classifying agents is in terms of dimensions [4]. Certainly agents cannot
only be described in just two or three ways because of the variability of the term and the need to
accurately distinguish one agent from the next. Following, agents can first be classified motiikty,
i.e., by their ability to move around some network. Thus, they may be classifsdtiasor mobile
Second, agents can be classified by the presence of a symbolic reasoning model, Gelileéhagiveor
reactive Deliberative agents engage in planning and negotiation with other agents to achieve goals, while
reactive agents respond to the present state of the environment in which they are a part. Third, agents c:
be classified by the exhibition of ideal and primary attributes suclwussnomy, learning and
cooperationto derive the following four types of agentsillaborative, collaborative learning, interface,
andtruly smartagents (Figure 1). Fourth, agents may be classified according to their roles such as
information or Internetagents. Fifth, agents can be classifiechglsrid if they combine two or more
agent philosophies in a single agent. Lastly, agents may exhibit any of a wide range of secondary
attributes. In sum, just as the means of defining agents is diverse, so are the methods of classifying them.



Error! Unknown switch argument.
Figure 1. Topology based on primary attribute dimension. [4].

C. Why Multiple?

There are many reasons why a multi-agent approach is more advantageous than a single ager
approach. First of all, the management of C4ISR networks is too large a problem for a single centralized
agent. There are resource limitations and robustness concerns in only using a single agent.
Decentralization takes away the possibility of a single point of failure. Moreover, dividing functionality
among agents provides modularity, flexibility, modifiability, and extensibility [5]. Second, multiple
agents allow for the interconnection of multiple existing legacy systems, which can be especially helpful
in DoD. By building an agent wrapper around such systems, they can be incorporated into an agent
society. Third, multiple agents improve scalability due to the organizational structure of the agents, which
allows them to dynamically change to reflect the dynamic environment. Fourth, multiple agents provide
solutions for inherently distributed problems by drawing from distributed information sources and
distributing the expertise. For these reasons, multi-agent systems are more prevalent than single ager
systems. [4]

D. Why Collaborative?

The collaborative behavior criterion for intelligent agents coincides with social ability. By
collaborative the usage of a multiple agent system is implied. Collaborative agents work in concert with
other agents to achieve a common goal. The rationale for having collaborative agent systems is &
specification of the goal of distributed artificial intelligence (DAI). It may be stated as: “creating a system
that interconnects separately developed collaborative agents, thus enabling the ensemble to functiot
beyond the capabilities of any of its members” [4]. The criterion of “collaborative” goes hand in hand
with “multiple” in that it dictates teamwork among the agents. Agents cannot be collaborative without
other agents to collaborate with. In other words, the union of the two characteristics is integral to the
accomplishment of the factors listed above.

E. Why Adaptive?

An agent is considereddaptive if it is capable of responding to other agents and/or its
environment to some degree. At a minimum, the agent must be able to react to a certain stimulus. Fo
this research, adaptive also means the ability to reason, learn, and evolve. These agents are deliberati
and can change their behavior based on experience and a dynamic environment. Learning technique
include artificial neural networks, Bayesian rules, credit assignments, classifier rules, and case basec
reasoning. Adaptive agents can fmssive whereby they respond to environmental changes without
attempting to change the environment;active whereby they exert some influence on the environment
to improve their ability to adapt.

Unfortunately, by providing agents with the capability to adapt, there is also a possibility of
inducing undesirable side effects — particularly in situations where global system behavior may be
significantly affected by a minor local change [6]. An adaptive agent must be able to adapt to unforeseen
conditions, have a reasonable amount of behavioral assurance, and be able to respond in a timely manne
When developing adaptive agents, one must consider the tradeoff between verification of proper agent
coordination and speed. |If the agents cannot act in a fast enough manner, this obviously defeats th
purpose of having them. Despite this conundrum, the characteristic of adaptability remains integrally
important in allowing the agents the ability to respond and thrive in dynamic environments.



F. Case Based Reasoning

In the kernel of the proposed intelligent support architecture is the layered model of case memory.
Case memory is useful in that it supports the discovery of pertinent collaborators, the retrieval of
information pertinent to collaboration, and the creation of conventions among individuals by utilizing the
CBR technique for indexing, capturing, and retrieving collaborative objects [7].

As a source of comparison, the logic behind CBR usage is similar to the usage of case law in the
legal domain. In this domain, case studies are used as a point of reference. Lawyers and judges examir
pre-existing case law to determine applicability to current cases at hand. Of course, not every new case i
exactly like an old one, but the advantages of being able to apply prior work and experience to a new
situation are clear. Not having to “reinvent the wheel” every time alleviates the amount of work to be
done, while simultaneously giving higher credence to the ultimately decided outcome of the case.

The general architecture for CBR illustrates the evolutionary nature of the case library. In the
retrieve stage, case law is injected into the process as an initial step in determining similarity with the
current input. Next, in thadaptationstage, the system attempts to reconcile case memory with the new
situation. Executionfollows and the case library is updated with the new method irord@nization
phase. Inthis manner, the knowledge base is continually updated. [8]

G. Agent Communication

Communication is the backbone to any agent system because it allows agents to share informatior
and thereby determine the overall behavior and organization of the system. Agent communication is
accomplished with three componentsitology content languageand agent communication language
[1]. Ontologyis a collection of terms and rules that define, govern and localize a certain domain. The
content languagés used for information encoding through statements about the domain, which combine
terms from the corresponding ontology into meaningful sentences.agém communication language
(ACL) provides formalism for exchanging messages.

Currently, agent communication is one of the most important areas for standardization. The
Object Management Group (OMG) is one agency attempting to ensure the variety of communication
languages is kept at a minimum. Messages must have a well-defined semantics that is computational an
visible. Therefore, ACL’s are required for interoperability. ACL’s must have formal semantics so that
different implementations preserve the essential features. Possible implementations include:

> Knowledge Query Manipulation Language (KQML).

> Foundation for Intelligent Physical Agents (FIPA) ACL.

> Knowledge Interchange Format (KIF).

> XML-based

There are two standards regarding agent-based systems: FIPA ACL and OMG’s Mobile Agent
System Interoperability Facilities (MASIF). The interactive nature of multi-agent systems drives the need
to support interoperability between agents from various sources. Moreover, the development of such a
standard is necessary for the successful utilization of agent technology in an open environment.

H. Agent Architecture

In practice, the collaborative multiple agent architecture will be used in conjunction with network
operations management teams decision support relationships. Therefore, we consider the perspectiv
collaborative multiple agent structures using the multi-participant information processing and networking
paradigm [7]. In accordance with this paradigm, decision-making relationships can take place locally or



span across vertical and horizontal organizational boundaries. Standard network computing topologies
can be applied to derive the three basic modejsafp, teamandcommittee [7].
In the group model (Figure 2), the structure of information flows is a mesh network. It links

multiple decision-makers in a way that allows complete interaction among them.

Colabarative Multipadicieant

g
P -1 ';-\. o - ] T Cipcimicn Making Shucture
A e i I GROUP Type
e > .
= 1 . Commuriceiion Struciure

WEEh MHEtasors

- "'_ i B el ghnredivr Bualinsrticinsrg
2"t = 7 Dwelalorn bakifng Slructire
T = i TEAM Tyoe

T Commiustgation Strucnire
— e ETAR Hatwers

Figure 2. Group and Team type multi-participant structures. [7]

The team model represents a more centralized pattern of a single decision-maker with no
participant interaction. Several local area and wide area communication topologies could satisfy the tearn
structure support requirements. The primary topology is generally star and fits local and
interdepartmental relationships. Also, bus and ring provide chain and circle type relationships to the team
members.

Collaborative Multiparticipant
Decision Making Structure:
COMMITTEE Type

Figure 3. Committee structure. [7]

The third basic model isommitteg(Figure 3) and is composed of multiple levels. This model
combines a single decision-maker on the first level with the complete participant interaction on the next.
In turn, this allows collective behavior that is based on the different types of majority rules or consensus
protocols. On the second level, a combination of star and ring topologies could be used to support local
and interdepartmental committee structures.

To summarize, group multi-participant structures may not be the most appropriate prototype for
the multiple agent adaptation since it relies on the mesh topology and does not separate facilitator
(coordinator) from the other members. Unlike it, team topology naturally allocates a role for the decision-
maker (facilitator), but lacks cooperative relationships among the members, which is critical in the joint
knowledge discovery process. For these reasons, the committee model represents the best compromi




between the group and team multi-participant structures. In other words, it allows a facilitator
(coordinator) role, while at the same time compensating for the lack of participants’ interaction that is
typical for the team structure.
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Figure 4. Representing the agents committees by Artificial Neural Network. [Ref. 7]

With respect to adaptive QoS, the agents committees will be implemented in a four-layer artificial
neural network as shown in Figure 4. The layers consist of an input layer, first hidden layer, second
hidden layer, and output. The first hidden layer of agents resolves relatively easy cases to allow for
network bandwidth adaptation without any contradiction. The second hidden layer resolves more
challenging cases. In this layer, the selection criteria for the committee of constraints may vary. When
considering factors that are all considered equal, the selection criterion is a simple majority rule. The
learning process will compare the new problem with the set of developed (learned) empirical constraints
that represent the network layer bandwidth adaptation experience (case memory).

1. FUNDAMENTALS OF ADAPTIVE QOS MANAGEMENT

In accordance with user profiles, intelligent agents adapt to a dynamic environmeiiizing ut
network resources and channels to translate the user’s desires across the network. The agents bridge t
interface between the user’s service level requirements and the network management requirements in th
TMN framework. We follow a systems level analysis methodology to develop SLM techniques in
capturing application requirements between users and service providers.

A. Service Level Management (SLM)

Multiple collaborative agents are ideally suited to match the service level requirements of the
warfighter in a transparent manner. Service Level Management (SLM) refers to “the process of
negotiation, service level agreement (SLA) articulation, checks and balances, and reviews between the
supplier (NOC) and consumer (warfighter) with respect to the services and service levels that support the
consumer’s business practices” [9]. In other words, SLM provides a formal method for optimizing the
C4ISR network; that is, by best meshing the desires of the warfighter with the capabilities of the network
service provider (NOC).

Learning and understanding the needs of the user (warfighter) is the first step in SLM, which is
not necessarily as easy as it can seem. The warfighter and network manager have a different languac



when discussing requirements. Moreover, the two camps have different perspectives in how to map the
well being of elements in the infrastructure into the well being of the services. The differences can be
summarized as follows:

> Parameters that are easy to understand and measure for network specialists do not translat
well into parameters that are easily understood by ordinary customers.

> Parameters that are easily understood by customers are not easy for network specialists tc
measure.

This disparity is known as the “Semantic Disparity Problem.” Overcoming it is generally recognized as
the crux of SLM. [10]

B. Gathering Requirements

To develop application requirements, we follow a systems level analysis methodology because of
its compatibility with SLM. By understanding the network in terms of levels, we can better distinguish
the specific QoS needs of the user and understand the inter-relationships of the various network
components with respect to QoS. Requirements add to each other, such that application requirements ac
to user requirements, host requirements add to application requirements, and all add to network
requirements. As a result, requirements filter down from user to application to host, resulting in a service
request that is a set of service requirements, or service levels, to the network that correspond to differen
levels of the TMN layer architecture. This results in a service offering that is end-to-end, consisting of
service requirements that are configured in each element (e.g., router, bridge, circuit, etc). [11]

C. Quiality of Service (QoS)

The challenge of network management is to consistently deliver high levels of performance to the
user. This has become increasingly difficult due to higher bandwidth requirements for applications and
the unpredictable nature of application deployment. As a result, QoS can fluctuate from day to day. At a
NOC, this can be due to ships deploying, contingency operations, environmental considerations, or
system degradation.

In broad terms, the QoS of a wide area network (WAN) is a measure of how well it does its job,
i.e., how quickly and reliably it transfers various kinds of data, including voice, video, and data, from
source to destination. Since there are so many kinds of communications traffic, there is more than one se
of criteria to satisfy. Technically, QoS refers to a combination of various factors that collectively describe
system performance networks. In general, the following are usually recognized as highly important [12]:

1. Availability

Ideally, a network is available 100 percent of the time, but this is obviously not always the case.
Even so high a figure as 99.8 percent translates to about one and half down hours per month, which can
definite concern for the tactical warfighter [12].

2. Throughput

Throughput is the effective data transfer rate measured in bits per second. Throughput is not
synonymous with bandwidth, which is merely the size of the pipe. In contrast, throughput takes into
account such factors as number of users, bit overhead for identification or other purposes, and line
degradation.

3. Packet loss

Network devices, such as switches or buffers, sometimes have to hold data packets in buffered
gueues due to congestion. If the link remains congested for too long, the buffered queues overflow
resulting in packet loss. In turn, the lost packets must be re-transmitted resulting in a longer total
transmission time.



4. Latency

Latency is delay introduced in application traffic flowing across a network path due to queuing,
processing, or congestion. Other sources of delay include propagation, transmission, routing, and satellite
propagation. From an application service perspective, optimizing the total end-to-end delay is more
important than individual sources of delay.

5. Jitter

Jitter is the distortion of the inter-packet arrival times compared to the inter-packet times of the
original transmission (i.e. delay variance). Causes include variations in queue length, variations in the
processing time needed to reorder packets that arrived out of order due to different paths, and variations i
the processing time needed to reassemble packets that were segmented by the source before bei
transmitted [12]. Jitter is particularly demanding to multi-media applications.

Applications differ in the way they use bandwidth and their QoS requirements. For example, a
long transfer file needs a high throughput and low packet loss, but is not very sensitive to delay and jitter.
Live videoconferencing also needs high throughput, but is sensitive to both delay and jitter. The
unpredictable mix of applications running on a dynamic network and the conflicts that occur due to
simultaneous application requirements induces QoS problems. This is the fundamental dilemma for QoS
resource management and the driving impetus behind using intelligent agents. “Throwing bandwidth at
the problem” is not sufficient in itself to guarantee that specific applications will perform adequately
under all traffic conditions. The bandwidth must be intelligently managed to prioritize application
requirements and business priorities.

D. Policy Based Management (PBM)

Meeting QoS requirements under dynamic conditions can be tied to Policy Based Management
(PBM). Policy based management is defined as “the combination of rules and services where rules define
the criteria for resource access and usage” [13]. Instead of getting involved in the details of queuing
mechanisms and configuring routers and switches, PBM allows the network manager to simply define a
policy that might say, “give my SAP application guaranteed bandwidth and the highest priority.”

As in SLM, PBM is accomplished via the Service Level Agreement (SLA). Ideal in concept, but
difficult in reality, SLA’s help the service provider and user to work together to establish specific
expectations. The SLA’s help translate the service layer requirements into the network management laye
requirements, i.e. meet the SLM paradigm. PBM is a cornerstone for programming the agents.

E. Telecommunications Management Network (TMN)

First introduced in the mid-1980’s, TMN has become the globally accepted framework for the
management of telecommunications networks. For the most part, it is described in International
Telecommunications Union — Telecommunication Standardization Sector (ITU-T) and other standards.
The functional architecture of TMN is termed the logical layered architecture. It essentially categorizes
the OSI management functionality layers as shown in Figure 6.

The use of the term layer recognizes an implicit support hierarchy among the functionality.
However, the architecture does not allow communications between non-adjacent layers. Higher-level
layers are viewed as having a higher level of information abstraction compared to lower layers. From this
perspective, network management functionality is viewed as more vendor-independent than element
management, while service management functionality is viewed as more technology independent thar
network management. [14]
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BML Enterprise Management: agreements between
Business Management operators, planning, configuration management,
Layer executive actions

SML Service Management:maintaining QoS, sevice
Service Management provisioning, service transactions, service
Layer creation

NML Intelligent network Operations Support
Network Management (OSs):end-to-end view of TN, global views
Layer within NEML domains, summaries
NEML N\ Intelligent Subnetwork Controllers (SNESs):
Network Element ——/| subnetwork view, distributed NE s management,
Management Layer distributed data screening, root cause analysis
NEL Intelligent NEs: performance data collection,
Network Element alrm collection, self-diagnostics, address
Layer translation, root cause analysis, data screening

Figure 6. Telecommunications Management Network. [7]
V. A PROPOSED MODEL FOR ADAPTIVE QOS MANAGEMENT

A. Layers of Feedback Control: Individual Agent Adaptation

Having established the underlying principles behind adaptive QoS management, we continue our
development of the proposed agent framework from Section Il. First, we tie the Telecommunications
Management Network (TMN)/ Service Level Management functionality to the fundamental concept of
system coordination to address the problems of agent adaptation. By doing so, this allows the
identification of critical relationships through associated feedback controls [7]. From this perspective, the
process of adaptive control and coordination in a multi-agent architecture can be based on the idea o
mapping feedback control relationships into an agent’s shared awareness memory, where feedbacl
controls are delivered via agents-facilitators. In turn, this functionality is expanded into the agents’
integration with case memory.

Unfortunately, real-time applications such as audio/video conferencing and shared application
control have strict requirements in terms of delay and bandwidth as discussed earlier. While
asynchronous applications need only to adapt naturally via changes in response time, real-time
applications must reduce the quality of the data stream to meet reduced bandwidth needs. Adding to this
when multiple applications run simultaneously, lower-priority applications may be required to adapt to
lower bandwidth usage or even be switched off entirely to free up bandwidth for higher priority
applications.

Two layers of feedback contr@all Preparation Control (CPCand Connection Control (CC)
can be considered to support multiple applications. Call preparation Control integrates feedback gatherec
from previous conferencing sessions to make informed decisions regarding connection setup and
bandwidth tradeoff in future sessions. Its adaptation is long-term and mainly associated with the
allocation of resources for the entire length of a multimedia call. Connection Control reflects ongoing
performance measurement and adaptation throughout the length of the call. Its adaptation is short-term
such as may be required during a single call. The requirements of both layers of feedback control are
summarized below [7].

11



1. Call Preparation Control requirements
A call must establish, modify, and execute voice, video, and multi-media
application sharing communication between multiple users.
A call must involve coordination between parties to satisfy response time,
bandwidth, and other QoS requirements.
A call contains relationships between user profiles, media, and system resources
that may be dynamically modified during a call.
Each user can request resources individually.
A call will allow negotiations between different sites for system resources.
onnection Control requirements
Provided QoS parameters must be supervised.
Flow control, congestion control, routing, reservation, and re-negotiation of
resources must be provided for.
Connections are modified and released.

YV VYVVOVY V VY V¥V

B. Call Preparation Adaptation: Service Layer Feedback Controls

The proposed agent architecture can now be fully represented by the following components: (1)
case based reasoning memory, (2) agents-facilitators, and (3) collaborative feedback controls. The layer
of case memory are structured according to the following feedback control relationship for a web
conferencing service:

SLM event (t) U(t), X(t), P(t), I(t)},
where:
SLM event = Service Level Management eveét) is a set oluser input controlfdesktop conference
calls, links to knowledge source3j(t) is a set ofSLM processtate variableQoS restraints such as
response time and bandwidthp(t) is a set ofservice process outputsand I(t) describes the
environmental impadb the service management process.
I(t)

U(t) P(t)
X(t)

Feedback controls: voice, viheo , data sharing

Agents-facilitators

Revealing Qof manageme
relatieonships

Figure 7. Feedback control model for individual agent adaptation. [7]

The memory architecture of agents-facilitators is layered and dividedridige or router agents
operating with different combinations of feedback control layers. Objects such as individual profiles of
collaborators, QoS indices for multimedia streams and timely events, problem solving task profiles, and
other collaboration objects form different layers of case frame representation. The other segments, for
example, collaborator profiles, are mainly populated during adjustment interactions with agent-

12



facilitators. The layers are structured according to the feedback concept for multimedia multi-point

conferencing awareness. Under this concept, user access to case memory is provided by agen
facilitators, which enable collaborators to communicate via desktop video conferencing and shared
applications at different levels of bridges, routers, and gateways, depending on which segments of cast
memory are involved. [7]

The router agent plays a major role in providing feedback controls and adaptation in service
management. First of all, it provides user memory transactions by capturing the necessary information tc
support personal, document, and task profiles. Second, it helps locate appropriate human sources c
knowledge and manage desktop video conferencing calls to selected experts. Lastly, it provides training
and capturing of QoS management knowledge in case memory. Figure 7 illustrates the feedback contro
association of service process outputs and SLM process state variables with user input controls into the
case memory. [7]

Case-Mamory: CBR
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Figure 8. Feedback Control Association. [7]

Figure 8 represents the knowledge retrieval model, in which each interface between layers from
the bottom-up is an association based on the underlying levels. The content profiles and user respons
time requirements are captured in real time and populate the lower segment of the case memory stack
The agents capture the sequence of application calls (content profile) with corresponding time stamps ant
convert them into response time and bandwidth requirements that populate the QoS segment of a cas
memory frame. [7]

In general, the QoS constraints associated with a specific SLM event are comprised of boundaries
that define preferred bandwidth for voice, video, white board, and application sharing. According to such
a profile, each conferencing node has associated voice, video, whiteboard, and/or application sharing
delivery trees. Switching among these delivery trees helps to satisfy otherwise infeasible response time
requirements. The rules for switching delivery trees can vary based on the system, such as operatione
heuristics, for example. Each SLM event has a corresponding set of rules that is associated with the Qo!
segment of the agents’ case memory. The Router Agent reads the QoS segment of the feedback contr:
association {service process outpwR$t); SLM process state variables(t); user input controlsi(t)}
from the case memory and coordinates the delivery tree switching (i.e. bandwidth allocation solutions)
with the other agents-facilitators. When coordination is done, the agents transfer the coordinated solutior
to the network layer connection control.
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C. Connection Control Adaptation: NE Layer Adaptation
In general the Connection Control requirements include:

> Supervising QoS parameters,

> Providing flow control, congestion control, routing, reservation and renegotiation of
services,

> Modifying and releasing connections, and

> Notifying applications to allow them to adapt.

As opposed to Call Preparation Control, in which decisions are befdeethe call is made,
Connection Control is done on an ongoing basis throughout the duration of the call. Feedback regarding
network conditions is continuously collected and processed to allow the applications in use to adapt.
Being that the most dynamic network resource is allocated channel bandwidth, this becomes the targete
area for network layer feedback controls.

D. Integration of Service Management and Network Management Layer
Adaptation
Based on the example from the previous section, there are several scenarios where Service
Management Layer (Call Preparation Control) adaptation output would be useful:

> Specifying the initial number of multicast groups to which to subscribe.
> Specifying the number of consecutive report intervals, which should trigger adaptation.
> Specifying the levels of loss, which are significant, both for indicating congestion in the

network and the absence of congestion.

Since most multipoint conferences consist of many components including audio, video, and shared
application control, it is necessary to balance the bandwidth needs of each individual tool. Accordingly,
video streams may be constrained to black and white images in favor of high quality audio or lower
priority streams may be shut off entirely in favor of higher priority streams.

V. DEVELOPING AN AGENT APPLICATION

We apply this framework as a possible bandwidth allocation solution for the Pacific Region
Network Operating Center (PRNOC) in Wahiawa, Hawaii. Bandwidth for the ships is generally
constrained by satellite and component limitations for each ship. In general, the Fleet NOC'’s are the fleet
portals to the Defense Information Service Network (DISN), both unclassified (NIPRNET) and classified
(SIPRNET) and provide firewall, mail store and forward, web caching and other network services.
Primarily, the NOC is interested in ADNS RF for bandwidth management. Unmanaged, all service
connections, whether critical or not, compete evenly for the available bandwidth.

The Automated Digital Networking System (ADNS) is a unique system in which the basic
backbone is the classified network (GENSER). To obtain UNCLAS or TACINTEL, encryption devices
are used to encrypt the information to get to the baseline GENSER and decrypt at the other end. The
bandwidth is shared among the three classifications (as opposed to separately allocated bandwidths
Certain minimum bandwidths can be guaranteed for each level. However, bandwidth management canno
be solely considered from one level, but in totality of all three levels. Thus, if in the future there is an
increase in regular GENSER traffic, adjustments to bandwidth allocation may need to be made to both the
GENSER and UNCLAS sides. In this problem, there are numerous levels of QoS management that car
be intelligently managed. As part of our initial study, we investigate the intelligent bandwidth of one
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portion of this pipe (UNCLAS), within which are numerous applications that compete for bandwidth. By
optimizing the utilization of UNCLAS, we can limit the amount of additional bandwidth that may
interfere with the GENSER and TACINTEL.

At present, PRNOC uses Packeteer's Packetshaper as its network management tool. It develop:
policies based on operational heuristics and best guesses derived from historical patterns. It is here the
we investigate using an agent framework. Intelligent agents are a natural fit to work hand-in-hand with
the Packetshaper to automate the process; that is, the agents implement policy by dynamically allocating
bandwidth, while the Packetshaper actually carries it out. Various agent committees can be implementec
with different voting patterns depending on the situation and priorities of the ship, i.e., wartime, peace,

deployment. In this manner, the most appropriate applications have the highest priorities in accordance
with the situation. [15]
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Figure 9. PRNOC NIPRNET configuration and Packeteer placement.

V. CONCLUSION

Agent technology represents a potential breakthrough in the adaptive QoS management of C4ISR
networks. With the spread of the agent paradigm, new developments continuously aid research in ou
particular area of research. Utilizing the agent paradigm at PRNOC is just one example of how intelligent
agents can aid in dynamic environments. Moreover, the proposed agent framework is just one way tc
approach this problem and many others like the ZEUS agent framework [16], IMPACT [17], RETSINA
[18], and others could provide alternative methods. Finally, the agent decision cycle can be modeled with
the Extend modeling program from Imagine that, Inc. With the growing emphasis on information
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sup
our

eriority in the 2% century, agent technology for adaptive QoS management can be a tremendous aid to
C4ISR capability.
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