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ABSTRACT
When modelling human (or non-human) decisions there are often a number of different outcomes
that may be reached for the same initial state. Although extensive work has been done on
determining the probability of reaching a given state there does not appear to have been any work
done on calculating the mean reward of reaching a given state, when there is no guarantee to
reach it in finite time. Here, a special class of Petri nets called decision process Petri nets is
analysed to determine the mean absorption rewards of decisions, given the decision is reached.
This analysis is applicable not only to decision processes, but to any system where there is an
interest in the mean reward gained reaching a given state where there is no certainty that the state
will be reached.

1. Introduction

In the modelling of any system a certain amount of abstraction is required, often necessitating
stochastic ingredients. This is particularly true in the case of modelling human (or non-human)
decision processes as such systems are too complex to represent completely. Also, realistic
modelling of decision processes requires uncertainty in the way a model reacts to a given
situation. Thus for an initial state there could be a number of possible final decisions or
absorbing states that may be reached. This paper considers the calculation of the probability of
reaching a given absorbing state and the mean reward (cost) until absorption in the given state.
The modelling and analysis approach outlined in this paper is to be applied in two areas of
command and control studies: course of action analysis; and decision model analysis and
validation.

In considering possible courses of action it is important that the overall cost of each action is
considered. That is, the mean conditional reward. Thus the theories defined in this paper can be
used to determine the “best” course of action. The use of rewards means that any measure can be
used to determine what “best” means for given situations. For example, the rewards may relate to



the time taken to conduct a course of action, the resources used in a course of action, the possible
risk to personnel to carry out a course of action or any combination of these.

When developing models of decision processes, either for inclusion in a larger model or to be
directly analysed, two important measures are the probability of reaching a given decision and the
mean time to reach that decision. These values are particularly useful to any subject matter
adviser who might be validating a model as the values can easily be related back to the real
system without any knowledge of the mathematical detail of the model. They are also valuable
measures in analysing any decision process directly. The use of these types of measures to
validate decision processes is a further extension of the validation methods outlined in [Bowden
et al., 1995].

Although extensive work has been performed on determining the probability of reaching a given
state, there does not appear to have been any work performed on calculating the mean reward of
reaching a given state when one is not guaranteed to reach it. In this paper a special class of Petri
nets (PN) called decision process Petri nets are analysed to determine the mean rewards of
decisions given the decision is reached. This analysis is applicable not only to decision processes,
but also to any system where there is an interest in the mean reward to reach a given state where
there is no certainty that the state of interest will be reached.

This paper introduces a basic building block that can be used to construct complex decision
process models. It uses an example to illustrate how this building block can be can be used to
model a decision process. Then it analyses the decision process to determine the probability and
mean cost (in terms of time taken) to reach each of the possible final states. Finally some areas of
future work are outlined.

2. Petri Net Background

PNs were originally developed by Carl Adam Petri in his doctoral thesis titled “Communication
with Automata” [Petri, 1962]. A PN is a bipartite directed graph with two types of nodes: places
and transitions. Pictorially, places are indicated by circles and represent entities such as
conditions, buffers, servers, resources and queues. Transitions are displayed on the graph as
rectangles and represent concepts in a real system such as processors, algorithms and events.
Arcs can go only from a place to a transition or vice versa. In this paper an arc from a place to a
transition is referred to as an input arc and the places with an input arc to a given transition are
its input places. An arc from a transition to a place is called an output arc and the places with an
output arc from a particular transition are referred to as the transition’s output places.

Tokens make up the final element in a PN. Tokens are represented graphically by identical dots
and can only occur in places. The movement of tokens between places is controlled by the
transitions of the PN. In a model, the position of the tokens defines the state of the system,
defining situations such as satisfied conditions, items in a buffer, the number of free servers,
availability of resources and entities in a queue. The distribution of tokens through the PN is
defined as the PN’s marking. It is the PN’s marking that defines the current state of the system
being modelled.



The dynamics of the model are represented by the movement of tokens, which is described by the
transition firing rules. A transition is said to be enabled by a given marking if all its input places
have at least one token for each input arc from the place to the transition. An enabled transition
can fire (occur). In firing a transition removes one token from its input places for each input arc
from that place and creates one token in each of its output places for each output arc to that place.
A more detailed overview of PNs can be found in [Peterson, 1981] and [Reisig, 1982].

There are two ways of representing time in PNs; holding times ([Ramchandani, 1973]) and
enabling times ([Merlin, 1974]). With holding times, tokens are reserved for the firing of a given
transition. Such reserved tokens, called unavailable tokens (as opposed to available tokens),
cannot be used to enable other transitions. The time that a given token remains unavailable can
depend on the transition ([Ramchandani, 1973]), the output arc that created the tokens ([Murata,
1996]) or the place at which the token was created ([Sifakis, 1977]). With enabling times the
transitions compete for the tokens is a way reminiscent of a birth and death process. The
transition that fires first gets to use the tokens disabling any transitions that are in conflict with
the firing transition. This is called the race conflict resolution policy or just the race policy.
Enabling times have been assigned to both input arcs ([Nowicki and Wilczkowiak, 1989]) and
transitions ([Merlin, 1974]). A more detailed discussion of the different ways of representing
time in PNs can be found in [Bowden, 1996].

These representations came from different requirements. Holding times are used in systems
where resources are held for a given period of time before being free for use by other processes,
while enabling times allow the modelling of such interruptions as time outs.

To allow for the current representations of time, a new time PN called the super-class timed PN
(STPN), was presented in [Bowden, 2000]. This representation assigns enabling times to input
arcs and holding times to output arcs, allowing for the representation of both interruptions and
the holding of resources in a flexible way. It is this representation that will be used in this paper.

Figure 1 shows a simple STPN in which deterministic delays have been used. In this STPN
transitions t1 and t2 are enabled with the marking shown. Transition t1 must be enabled for three
time units before it can fire as this is the maximum enabling time on its input arcs, given by the
arc from place p1. Transition t2 must be enabled for four time units before it can fire. This delay
is determined by its only input arc. Thus transition t1 fires at time three, removing one token
from places p1 and p2 and creating an unavailable token in places p4 and p5. The token created
in p4 is unavailable for seven time units, while the one in place p5 is unavailable for two time
units. Thus the next event is the firing of transition t2 when the clock reaches four. This creates
one unavailable token in places p5 and p6. The token in place p5 is unavailable for two time
units and the token in place p6 for six time units. Thus the final events occur when the
unavailable tokens become available. The first to become available are the tokens in place p5 at
times five and six. Then the unavailable tokens in places p4 and p6 become available at time 10.
This example is a very simple STPN with deterministic delays. The STPNs considered later have
arbitrary delay functions.
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Figure 1: Simple super-class timed Petri net

A further extension of this idea is to include rewards. This is done here much as presented in
[Ciardo et al., 1993]. In the analysis considered in this paper reward functions are assigned to
each arc similarly to the way time was assigned to arcs.

In the past PNs have been used to carry out many different types of performance analysis. In
some papers, such as [Ajmone Marsan et al. 1995], [German, 1995], [Haas and Shedler, 1986]
and [Lindemann and Shedler, 1996], PN models with Markovian state spaces are constructed.
This allows the use of Markovian techniques to analyse the PN’s state space. Other papers, such
as [Berthomieu and Diaz, 1991] and [van der Aalst and Odijk, 1995], employ interval timings
and use the state space to generate performance bounds. Still others, [Baccelli et al. 1992], have
developed analysis techniques that operate directly on sub-classes of PNs. The advantage of
working directly with the PN model rather than using the state space for analysis is that the
problem of state space explosion can be avoided. Since generally the PN models of interest are of
a given restricted class, it is possible to develop analysis techniques that can be applied directly
to this type of PNs. This is made possible by the Markovian nature of the PN building blocks
used to develop the decision process models. Thus the technique presented in used here falls into
the latter type.

3. Decision Process Definition

A decision process is defined in this paper as a series of decisions and actions that lead a decision
maker (of human or other form) to a final decision or situation. The aim of this section is to
develop a basic building block that can be used to build complex decision processes. The
building block also needs to be able to be directly analysed to determine the probability of
reaching a given decision and the conditional mean reward to reach that state. The building block
approach is based on that presented in [Bowden and Davies, 1997], although the structures
presented in this paper are more restrictive to allow direct analysis to the building blocks.

3.1 Example

Consider the case of a military unit which is given the mission of finding and destroying a
particular target. Initially the unit seeks to find the designated target. There are four possible
outcomes of this searching: the friendly unit is found and neutralised by the enemy, the target is



located, the desired target is not found, and the desired target is not found and the unit decides to
rest before continuing its search. Once the target is located a battle begins. There are three
possible outcomes of such a battle: the friendly unit is neutralised, the target is destroyed or no
resolution is reached and the battle continues. Figure 2 shows a PN model of this decision
process. Each of the eight component processes is represented by a transition in the PN. Table 1
indicates which transition corresponds to which process. With the initial marking shown in
Figure 2 there are three possible absorbing states (a token in p2, p5 or p6). These relate to the
three possible outcomes of the system: the friendly unit is neutralised before it locates its target,
the friendly unit is neutralised by the target during the battle, or the mission is successfully
completed.

t1
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t6 p 6

t5 p 5

Figure 2: Sample decision process

The PN in Figure 2 is an example of the type of model that will be considered in this paper. This
example will be used to illustrate the analysis techniques that are developed.

3.2 The Decision Process Building Block

The basic building block that underlies the decision processes is made up of two parts. One
comprises a number of decisions and actions that take the system from its initial state back to the
initial state. In the example above such a sequence of events is that where the friendly unit is
unable to find the target so decides to rest before continuing to search. The second part of the
decision process involves a set of possible decisions (outcomes) and/or actions, that move the
system one step closer to a final decision (an absorbing marking in PN terms). The location of the
target by the friendly unit is an example of an action that shifts the systems towards an absorbing
marking.



Table 1: Descriptions of transitions in Figure 2

Transition Description
t1 The friendly unit is located and neutralised by the enemy.
t2 The target is located and the friendly unit prepares to attack.
t3 The desired target is not located and the friendly unit continues to

search.
t4 The desired target is not located so the unit decides to rest before

continuing its search.
t5 The friendly unit is neutralised during the battle.
t6 The enemy unit is neutralised during the battle.
t7 No resolution is reach and the battle continues.
t8 The unit rests and then continues the search.

In terms of PNs the decision process building block is made up of a series of T-invariants1 and a
number of possible absorbing states. Here only legal firing sequences that return the PN to its
independent marking are considered T-invariants. Figure 3 shows the decision process building
block. The system comprises N T-invariants each starting with a transition Qi, where i = 1 to N.
The T-invariants are referred to as the Q part of the system. The T-invariant which begins with Qi

is called the ith T-invariant. In addition to this there are K other transitions referred to as
absorbing transitions. Each absorbing transition leads to an absorbing state of the decision
process building block, so there are K possible absorbing states. The jth absorbing state is reached
when a token is in place Aj, which occurs when the transition Rj fires, where j = 1 to K. The
marking with one token in place Aj is referred to as state j. Each of the absorbing states relates to
an outcome that can be reached by the decision process. The absorbing part of the decision
process will be referred to as the R part of the system. The place Aj will be referred to at times as
absorbing place j. The initial state of this decision process is where a token is in place I. This will
be referred to as state I and is considered part of the Q system.

The example given in Figure 2 has two building blocks. These are shown separately in Figure 4.
The initial building block, shown in Figure 4(a), has N = K = 2. Since K = 2 there are two
absorbing markings, one when a token is in place p2 and the other when a token is in place p3.
That is, two outcomes can be reached; the friendly unit is neutralised or the target is located. The
second building block is shown in Figure 4(b) and has N = 1 and K = 2. Once more there are two
absorbing states; one when a token is in place p5, representing the case when the friendly unit is
neutralised during the battle, and the other when a token is in place p6, representing the case
when the mission is successfully completed.

                                                
1 A T-invariant is a sequence of transition firings that returns the PN to its starting marking[van der Aalst and Obijk,
1995].
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Figure 4: Decision process building blocks for Figure 2

Developing an analysis technique for the decision process basic building block makes it possible
to produce an iterative method of calculating the absorption probability and mean conditional
absorption time for each of the absorbing states of a total system. Appendix I derives techniques
developed to calculate the probability that the final marking has one token in place Aj as well as
the mean reward gained in reaching this state, given it is reached. These results can then be used
iteratively to analyse the whole system as shown in the next section.

4. Application of the Theory

The example decision process shown in Figure 2 will now be used to illustrate how such a
system can be analysed. The theories used to carry out this analysis are given in Appendix I. The



values associated with the transitions are given in Table 2. The enabling times of transitions t1 to
t4 relate to the time spent by the friendly unit searching for its target. In the case of t4 more time
is spent searching as once the decision to rest is made there will be no further searching for a
relatively long period of time. The holding time of transition t1 reflects the time it takes for the
friendly unit to be neutralised by the enemy. The holding time of transition t2 relates to the time
the unit spends preparing to attack the target. The holding time of t3 is the time taken to
determine where next to search for the enemy. The holding time of transition t4 is the time spent
moving into a defensive position. The enabling times of transitions t5 to t7 are the times spent in
battle between the friendly unit and the target. If no outcome is reached then the holding time
of t7 is the time between direct exchanges. If the friendly unit is neutralised then the holding time
of transition t5 is the time taken to confirm the neutralisation of the friendly unit and vice versa
in the case of transition t6. The enabling and holding times of transition t8 relate to the time spent
resting and moving out of their defensive position.

Table 2: Sample mean enabling and holding delays for the STPN in Figure 2

Transition Enabling time Mean holding time (τi)
Distribution Parameters

t1 Exponential µ1 = 1/5 φ1 = 10
t2 Exponential µ2 = 1/5 φ2 = 10
t3 Exponential λ3 = 1/5 τ3 = 5
t4 Exponential λ4 = 1/50 τ4 = 50
t5 Exponential µ5 = 1/10 φ5 = 10
t6 Exponential µ6 = 1/10 φ6 = 10
t7 Gamma α7 = 2, λ7 = 1/10 τ7 = 20
t8 - λ8 = 1/50 τ8 = 100

The results for the decision process building block shown in Figure 4(a) are given in Table 3. The
results for the second decision process building block shown in Figure 4(b) are given in Table 4.
For these tables the values for P(j) are calculated using Corollary 22 while those for TI are
calculated using Corollary 32.

Table 3: Results for STPN in Figure 4(a) for the values in Table 2
Decision

(state j is reached)
Probability of reaching

decision (P(j))
Mean conditional time to

reach decision (Tp1)
The friendly unit was neutralised

before it located the target (state 2).
½ Tp1 = 7

The target located (state 3). ½ Tp1(3) = 7

                                                
2 See Appendix I.



Table 4: Results for STPN in Figure 4(b) for the values in Table 2
Decision

(state j is reached)
Probability of reaching

decision (P(j))
Mean conditional time
to reach decision (Tp3)

The friendly unit was neutralised during
the battle (state 5’).

½ Tp3(5) = 10.2

The mission was completed (state 6’). ½ Tp3(6) = 10.2

As earlier, the results in Table 4 are the values for the probability and mean time given for the PN
in Figure 4(b) where the initial marking is one token in place p3. Thus, these results relate only to
the movement of the token from place p3 to either place p5 or place p6. By combining the results
in Table 3 and Table 4, we can derive the overall results of the example decision process shown
in Figure 2. The overall results are given in Table 5.

Table 5: Results for STPN in Figure 2 for the values in Table 2
Decision

(state j is reached)
Probability of reaching

decision (P(j))
Mean conditional

time to reach decision
(Tp1)

The friendly unit was neutralised
before it found the target (state 2).

2
1)2(P = Tp1 = 7

The friendly unit was neutralised
during the battle (state 5).

4
1)'5(P)3(P)5(P =×= Tp1(3) + Tp3(5) = 17.2

The mission was completed (state 6).
4

1)'6(P)3(P)6(P =×= Tp1(3) + Tp3(6) = 17.2

5. Conclusions and Future Work

The main problem with the technique developed in this paper is that it can only be applied to a
restricted subset of STPNs. One way around this is to use the state space of the STPN. If the state
space forms a discrete or continuous time Markov chain, then the results in [Bowden and Pearce,
1999], [Bowden and Pearce, 2000a] and [Bowden and Pearce, 2000b] can be used to determine
the mean conditional absorption time. Future work is aimed at expanding this type of analysis
both directly on the PN and on the state space. Already the decision process building block has
been extended. These extensions include T-invariants within T-invariants, T-invariants with
absorbing states, and crossovers where there can be more than one way of reaching the initial
place of the next building block.

It should be noted that although the results presented here are specified as giving the mean
conditional absorption reward, they are actually more general than this. These results relate to the
mean conditional first hitting reward. There is no requirement in any of the theory presented here
that the place reached be an absorbing place.

As mentioned earlier there are two planned primary uses of the results presented in this paper.
The first is the application of the absorption probability and mean conditional first hitting reward



to the course of action analysis. These two results3, along with the other results presented here,
can be used to determine the probability and conditional mean reward (cost) of reaching a given
state. The second application for these results is in the validation and analysis of decision
processes. This may be used for direct analysis of decision processes or to aid in the validation of
models that are to be included as part of larger models, or command and control modelling
environments such as those described in [Bowden et al., 1997], [Bowden et al., 2000] and
[Ashton el al., 2000].
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Appendix I. Analysing Decision Processes

This appendix defines the theories for the analysis of the decision process building blocks.
Initially it presents two important Markov chain results that are key to the direct analysis.

I.1 Markov Chain Analysis

As stated in Section 2, the main way of doing analysis in a PN is on its state space. In the case of
PNs with stochastic timings this generally means Markovian analysis. The analysis presented
here on the decision process building block uses a number of results from the analysis of
Markovian state spaces. These will now be presented. Futher details and proofs of these results
can be found in [Bowden and Pearce, 1999], [Bowden and Pearce, 2000a] and [Bowden and
Pearce, 2000b].

Theorem 1
Let κ be a nonempty set of states in a discrete-time Markov chain and B the set of states which
have access to κ but do not belong to κ. Suppose B is also nonempty. For i∈B, denote by ai the
probability that for initial state i the process ever reaches κ. Then (ai)i∈B is the smallest
non-negative solution to the equations

a p p ai i j
j

i j j
j B

= +
∈ ∈
∑ ∑

κ
 (i∈B),

where pi j is the one-step transition probability from state i to state j in the discrete-time Markov
chain.

This theorem can be applied to any Markov process by defining the underlying discrete-time
Markov chain as set out in [Karlin, 1966].

Theorem 2
Let κ be a nonempty set of states in a semi-Markov chain and let B be the set of all states which
have access to κ but do not belong to κ. Suppose B is nonempty. For i, j ∈ B (i ≠ j) put

U
p a

ai j
i j j

i

:= .

Also

R r t dF ti j i j i j: ( ) ( )=
∞

∫
0

as the reward gained from the transition from state i to state j given the transition occurs, where
ri j(t) is the reward gained by spending time t in state i before moving to state j and Fi j(t) is the
probability that the time to go from state i to state j is t conditional on going from i to j in one
step. If Ri is the mean conditional first-passage reward to κ from initial state i∈B, then (Ri)i∈B

satisfies

R
v

a
U Ri

i

i
i j j

j B

= +
∈
∑  (i∈B)



where

v p a Ri i j j i j
j B

=
∈ ∪
∑

κ

is the reward given by the next step and ai := 1 for j∈κ.

I.2 Analysing decision processes

Consider the case when time in the decision process building block is represented by enabling
durations associated with input arcs and holding durations associated with output arcs. Thus
STPNs are used.

To simplify the analysis, initially a simpler building block will be used. In this case the
T-invariants all involve a single transition, as shown in Figure 5. The reason for this
simplification will become evident later.
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Figure 5: Simple decision process building block

The state space of the simple decision process building block is very similar to the PN, see
Figure 6. This similarity is due to the Markovian nature of the building block. Thus the Markov
chain results given in Section 0 can be used to develop theories on the absorption probabilities
and the mean conditional rewards for the state space and thus the STPN building block.

The delay (time) functions associated with the arcs will be referred to in terms of their
transitions. This can be done without confusion as each transition has at most one input and
output arc. Let Eq i(t) (i = 1 to N) and Er j(t) (j = 1 to K) be the enabling delay functions for the Q
and R transitions, respectively. Also define Hq i(t) (i = 1 to N) as the holding delay function for
transition Qi and let Hr j(t) (j = 1 to K) be the holding delay function for transition Rj. For this
analysis the race policy will be used to resolve conflict and enabling memories will be used as the
memory policy.
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Figure 6: Simple decision process building block state space

In considering the states of the simple decision process building block, state i is defined as a state
in Q1 to QN. Similarly j is used to describe states in R1 to RM. In this case what is of interest is the
probability and mean conditional first passage reward to reach state Ak, for k∈[1, …, M].

Define Ω(t) := P(no transition fires before time t). Then
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Define Ii(t) to be the probability that transition Qi fires before time t. Similarly define Jj(t) as the
probability that transition Rj fires before time t. So,
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If there is a positive probability that two or more transitions fire at the same time then the above
result does not hold. In these cases the race policy cannot be used to resolve conflict so an extra
conflict resolution policy must be specified. If an alternative conflict resolution policy were
specified for those transitions that could have identical enabling durations, then the following
results could be adjusted to allow for this. This situation will not be considered further.

Expanding the conditional probability in Ii(t) gives
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A similar argument gives
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The probability that a transition in the Q system fires by time t is given by
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The probability that a transition in the R system fires by time t is given by
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This means that the probability that transition Qi (Rj) fires is given by Ii(∞) (Jj(∞)). So in terms of
the Markov process in Figure 6
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Theorem 3
In a STPN simple decision process building block the absorption probability of state j, given that
the probability that two transition will have the same enabling time is zero, is given by
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Proof:
For the state space shown in Figure 6 κ = Ak and B = {I, Q1, …, QN, Rk}, which means
Theorem 1 gives
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as required. ■

It should be noted that the probability of reaching a given absorbing state is independent of the
circuits. Thus the above result holds not only for the simple decision process building block but
also for the more complex ones with non-loop circuits. Accordingly we have the following.

Lemma 1
The probability of reaching the absorbing state j, of a STPN decision process building block is
given by Theorem 3.

Theorem 4
The mean first-passage reward for state Ak of a STPN simple decision process building block is
given by



,)t(dH)t(r)t(dJ)t(r
)(J

1

)t(dH)t(r)(I)t(dI)t(r
)(J

1
R

0

krAR

0

kRI
k

N

1i 0

iqIQi

0

iQII

kkk

ii

∫∫

∑ ∫∫
∞∞

=

∞∞

+
∞

+





∞+

∞
=

where rI w(t) is the reward gained by spending time t in I before a transition
w (∈{Q1, …, QN} ∪ {Rk}) fires, r tQ Ii

( )  is the reward gained by the token in I being held for time

t after transition Qi fires and r tR Ak k
( )  is the reward gained by the token spending a holding time

of t in place Ak after the firing of transition Rk.

Proof:

As with Theorem 3 the results from Section I.1 can be applied to the state space shown in
Figure 6 to get the desired result. In this case Theorem 2 is used. Once more κ = Ak and B = {I,
Q1, …, QN, Rk} so applying Theorem 2 gives
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The expected reward gained by the firing of transition Qi given this transition occurs is given by
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Thus RIQi
 is the expected reward gained in state I before a transition is made to state Qi.
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is the expected reward for going from state I to state Rj.

Since there is only one possible transition out of states Qi and Rk, the expected rewards from
these states are simply given by
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Substituting equations (3) to (5) into (2) gives the required result. ■

To get the more general result that applies to the decision process building block (as shown in
Figure 3), the meaning of equation 4 must be examined in greater detail. In a broader sense this
term gives the expected reward gained in the circuit. Thus to expand this result from the simple



decision process building block is simply a matter of determining the expected reward of the
more complex circuit.

Consider the PN shown in Figure 7. This is a representation of the T-invariants shown in
Figure 3. The corresponding state space is given in Figure 8. Clearly, the expected reward for
such a state space is the sum of the expected rewards of the individual state transitions, which
gives the following lemma.

Lemma 2
The mean first-passage reward for state Ak of a STPN decision process building block is given by
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where rI w(t) is the reward gained by spending time t in I before a transition
w (∈{Q1, …, QN} ∪ {Rk}) fires, RQi

 is the expected reward gained in circuit Qi and r tR Ak k
( )  is

the reward gained by the token spending a holding time of t in place Ak after the firing of
transition Rk.

Qi 1P . . .T1 T L I

Figure 7: Extended T-invariant as stand alone PN
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Figure 8: State space of PN in Figure 7

Corollary 1
The mean first-passage time for state Ak of a STPN decision process building block is given by
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where τQi
 is the mean time spent in the circuit Qi and 

kRτ  is the expected holding time of

transition Rk.

Proof:

If the reward of interest is the time taken, then ri j(t) := t for all i and j. Substituting this into
equation (6) gives
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since the reward gained is given by the time taken RQ Qi i
= τ . ■

Consider the case when the transitions have exponentially-distributed enabling durations. Let the
firing rate of the transition Qi, i = 1 to N, be λi and the firing rate to the transition Rj, j = 1 to K be
µj. This means that
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Corollary 2
The absorption probability of state k of a decision process building block with exponentially
distributed enabling durations is given by

Μ
µ= k)j(P .

Proof: This follows by substituting the above stated values of Jk(∞) and J(∞) into (1).■

Corollary 3
The mean conditional absorption time in state k of a decision process building block with
exponentially distributed enabling durations is given by
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which on simplification gives the desired result. ■

Note that, as before, this result is independent of the distribution function of the second transition
in the circuit. So the enabling duration distributions of the transitions in the circuits do not have
to be exponential.


