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C2 Technology Integration Test Bed

Why is it needed?

Need to integrate a diverse set of technologies addressing abroad problem
space into an appropriate comprehensive capability

Army is transitioning from a self-centered C2 environment to a network-
centric system

Operational emphasis is on use of real-time Situation Awareness (SA) and
Collaboration in execution Future Operations

Need an experimentation environment that

— Allows us to see how things fit together and work before investing in
expensive system solutions

— Enables operational users to experiment with new technology and
operational concepts, tactics and procedures

To test and evaluate technical and operational interoperability interfaces
with US Joint and Coalition Partners

Required to support Network Enabled Battle Command effort and future
C4ISR experimentation activities
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2 Technology Integration Test Bed Vision
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Supports Joint & Coalition Force Interoperability & Collaboration Experiments
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C2Sim Proxy Server — Key Interoperability Agent

Collaborative Decision Making Products Interfac
* Currently based on CERDEC CAPES/MC2 collaborative
Mission Planning and Execution Mgmt. SW

* Interface to Defense Collaboration Tool Set (DCTS) and
other products planned

DCTS is OSD Mandated

Existing & Evolving Army C2 Sys Interface
» Supports ASAS Lite and MCS Lite via legacy Joint
Common Data Base (JCDB) information exchange

mechanisms

Coalition C2 Sys Interoperability Interface
» Automated exchange of Coalition Common
Operating Picture (CCOP) & SA

» Based on Multilateral Interoperability Program (MIP
C2 Information Exchange Data Model (C2IEDM)

P&S
Adapt Data

via use of US CMP

Becoming US National Joint C2 Sys

Future Army C2 Info Exch will be via Interoperability Interface

C2IEDM and XML mechanisms

Simulation Sys Interoperability Interface
» Automated exchange of simulated Unit
location, state & control information between
simulator and C2 systems

+ Based on HLA Federated Object Model
data exchange mechanisms (IEEE Std).

Web-based C2 Collaboration Portal (WCP)
» Supports real-time viewing of CCOP

» Supports Collaborative Planning & Decision
Making Activities between Army and
Joint/Coalition partners

* Implements Digitized, XML-based OPORD
and OPLAN info exchange mechanisms

US National Simulation Sys
Interoperability Interface Std

Web Service Implementation for Global Information Grid/
DCTS Enterprise Environments




Other C2Sim Proxy Server Features

Implemented as a loose federation of external enterprise
system interface ports and data adaptor/translation services

These system/data adaptor services are Web-based service
request oriented agents/clients

These data adaptor services automatically map information
from external system unique formats and data representations
into a common digitized OPORD/OPLAN XML-based

1 7

representation and vice versa. (One to “n” solution)

C2Sim Proxy Server implements information exchange
between system ports via a rule-based controlled Publish and
Subscribe data exchange mechanism

Designed to manage and control flow of trusted information
between ports/ users

Also provides selected Information Aggregation and filtering
services

;. o a
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Current US SINCE Test Bed Implementation

,, =W Simulation & C2 Info Sys Connectivity Experiments (SINCE)
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Coalition COP
Unit Position
Map/Graphic

SA View

Window

Navigation

2 Gateway between National & Coalition C2
Planning Systems

= Displays, Sees and Operates on only Coalition
C2IEDM based Information

= Standard user interfaces & Common Info Battle
Mgmt. Language (BML), Graphics, Xml-based
representations for exchange of planning Info

=> Interactive OPORD building and Info Exchange

Typical OPORD/OPLAN Text Parsed by W6H Rules

Mission
Critical Event Ale
View & Set
Window/Chat

>

Window
I
Coalition Force Coalition Force
OPORD/OPLAN UTO, etc
View View
Window Window

On order IBCT

territorial infegrity.

Who When Which

OPORD Text represented in XML

Coalition Force
SYNC Matrix
View
Window

Message & Chat
View
Window

<Jaml version="1.0" encoding="UTF-§"?>
<grp type="Sttuatton/Friendly Forces" foc="Mission">
<nn type="order"> <upit 1d="1st" role="IBCT" size="Bde" aff="Coalition"/>

<unit1d=" KAF'Y>
<unit aff=" Gordo"f>
<unit aff="Karar'/>
<unit aff="Kazarian">

<L1I1W1ts g\:"\f‘:\"'\&IIL]S IIJf>
<yt 10="G5PF" size="elements"/>

<if<Linke>=unit af="Gordo"f>
</Link><then <untt 1="GAF"f>
<Gtapus>territorial integrity </Stams® <funit> </then> </if> FINMR < on>
<forpz




Sltuatlon Picture at D+3, H+6
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XML Description of Picture in Operational Order (OPORD)

<prdC2 dsg="ORD0000" type="doc\OPORD" fmt="XML">
<tpcHdr id="0" name="HEADER"/>
<tpcSIT id="1" name="SITUATION">
<cmpFoe id="1.a" name="Enemy\Threat">
<fctUnit id="1.a.0" name="Initial">
<unit name="3rd MIBG" role="Mech/IN" size="Bn" aff="enmy\GN" dsg="EGN010303"/>
</fctUnit>
</cmpFoe>
<cmpFrnd id="1.b" name="Friendly\Coalition">
<fctUnit id="1.b.0" name="Initial">
<unit name="1st BCT (US)" role="cbt" size="BdeTm" aff="frnd\US" dsg="FUS0001">
<unit name="1st IN Bn (GE)" role="Mech/IN/cbt" size="Bn" aff="frnd\GE" dsg="FGE000101">
<unit name="Bn HQ" role="C2/Mech" size="Co/Bn" aff="frnd\GE" dsg="FGE0001010"/>
<unit name="1st AR Co" role="AR/Mech/IN" size="Co/Bn" aff="frnd\GE" dsg="FGE0001011“>
<asset>
<strength><trp type="mnt"><qnty>4</qnty></trp>
<eqgp type="MBT" model="GE\L2A5" name="Leopard-2"/>
<gnty>6</gnty>
</strength>
</asset>
<disposition>
<location>
<at type="gridPnt" name="unitPositionCM" rep="lat/lon" fmt="DD">
<atCrd><lat rep="DD">+42.45000</lat><lon rep="DD">+21.35000</lon></atCrd>
</at>
</location>
</disposition>
</unit>
<unit name="2nd Co" role="Mech/IN/cbt" size="Co/Bn" aff="frnd\GE" dsg="FGE0001012°/>
<unit name="3rd Co" role="Mech/IN/cbt" size="Co/Bn" aff="frnd\GE" dsg="FGE0001013“/>
<unit name="4th Co" role="Mech/IN/cbt" size="Co/Bn" aff="frnd\GE" dsg="FGE0001014"/>
<unit name="Mortar Co" role="FA/cbtSpt" size="Co/Bn" aff="frnd\GE" dsg="FGE0001015"/>
</unit>
<unit name="2nd IN Bn (US)" role="Mech/IN/cbt" size="Bn" aff="frnd\US" dsg="FUS000102">
<unit name="Bn HHQ" role="C2/Mech" size="Co/Bn" aff="frnd\US" dsg="FUS0001020"/>
<unit name="A Co" role="Mech/IN/cbt" size="Co/Bn" aff="frnd\US" dsg="FUS0001021"/>
<unit name="B Co" role="Mech/IN/cbt" size="Co/Bn" aff="frnd\US" dsg="FUS0001022"/>
<unit name="C Co" role="Mech/IN/cbt" size="Co/Bn" aff="frnd\US" dsg="FUS0001023"/>
<unit name="AT Co" role="AT/cbtSpt" size="Co/Bn" aff="frnd\US" dsg="FUS0001024"/>
<unit name="Mortar PIt" role="FA/cbtSpt" size="PIt/Bn" aff="frnd\US" dsg="FUS00010202"/>
<unit name="Scout PIt" role="RSTA/Mech/IN" size="PIt/Bn" aff="frnd\US" dsg="FUS00010201"/>
</unit>
</unit>
</fctUnit>
</cmpFrnd>
<cmpCiv id="1.c" name="Non-Combatants‘/>
<cmpNeutral id="1.d" name="Neutral Forces"/>
<cmpEnv id="1.e" name="Environment"/>
<tpcSIT/>
<tpcMSN id="2" name="MISSION"/>
<tpcEXE id="3" name="EXECUTION"/>
<tpcSS id="4" name="SERVICE SUPPORT"/>
<tpcC3 id="5" name="COMMAND AND SIGNAL"/>
<tpcTO id="A" type="Annex" name="0Own Unit Task Organization“/>

Adaptors

- :-/ 90‘ <tpcINT id="B" type="Annex" name="Intelligence"/>
r==7[ Uy oaw®”  EEEZ
Il
] Context Coalition us c2 AL C2 M&S
Space&Data
Context Context Context Context
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Simulation COP Domains
)\ cCOP = usCOP(c) [1geCOP(c)

sCOP =sCOP(c) | sCOP(g)

USsCOP(c) = {A,
USsCOP(g) = {F,
GEsCOP(c)
GEsCOP(g)




Simplified SINCEx1a Information Flow Diagram
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SINCEx1a Test Bed Configuration
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Experiment / Test Report

Report#_— Report Subject :
Report
Type:: Outcome Timing | Deficiency | Incompatibility | Limitation Recommendation
Report Criticality Date Time
Phase I, II, III, IV Pass 1, 2, 3, 4
Federate Name , Federate # IER #

Screen Capture File name:
Database Snapshot File name:
Description/Comment/Solution:

R D E &% J__\jf_,




State Diagram of SINCE PS (US) & Federates

On

Stand-Alone ‘/ \

startSession

connect
federate
endSession
Connection Federation
startFed, fedReady, fractSet
setContract con
collaborate ( ) prepare
Collaboration Interoperation

OPORDdraft, OPORDfb, (s/a/c/ca) positionRpt (US/GE)
OPORD(update,final) (s/a/c/ca) SPOTrpt (US/GE)/




SINCE Test Cases & Use Cases

e Interconnect System
Test Case 1a

e . * Federate System
(Initialization) 4

— Initialize Federate

COP(@t=t) &

COP(@ 1t =t
draft OPORDs (@t=t)

Test Case 2a Test Case 3a
(Planning fort>H > to) (Execution @t > to)

final OPORDs

e Stimulate Federate

* C(Collaborate with Coalition Federate

(to Plan operation)  Interoperate with Coalition Federate
(to Monitor Execution)

4 /
ConTrOk%
— o
. AY)
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Test Case #1a (COP Initialization)
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COP — Common Operational Picture
@ ge / GE- Germany,
Filter us / US — United States of America
USsCOP(c) ¢ — coalition , s — simulation
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De-aggregation
USsCOP(c)

RDE 8 A\

'




Test Case #2a (OPORD Draft & Collaboration)
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Test Case #3a (COP Execution)

oz PABST HLAGW WebC2B HEROS/INF C2COP  CAPES
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SINCE Experiment 1a Results

SINCE Experiment 1a demonstrated New Information Exchange Interoperability and
Collaboration Capabilities between US/German C2| and M&S Systems

Demonstrated automatic initialization of all Test Bed C2 and M&S systems and confirmed
that all displayed the same starting

— Common Operating Picture (COP), i.e.- Blue and Red Force Unit locations
— Appropriate BDE and BN level OPORD/OPLAN mission and unit tasking

— Initialization process was completed in approximately 5 minutes and validated for
correctness by military users

Demonstrated that simulated Blue and Red Force movement generated by ONESAF Test
Bed or PABST M&S systems could be displayed in real-time on all US & German C2
systems, the WC2P and M&S systems

— Real-time Blue and Red Force CORP tracking and synchronization between C2 and
M&S systems demonstrated to approximately the 600-entity level

Demonstrated interactive Web Portals enabling coalition force commanders to
collaboratively plan, modify and synchronize OPS via use of Xml-based, OPORD/OPLAN
information exchange mechanisms.

— US/GE military users positively praised the value of this evolving capability

The US and GE military users indicated that SINCE successfully demonstrated the linking of
real C2 and M&S systems thereby opening potential for use of real-world

warfighter C2 systems in simulation-based training exercise
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