
I think I should begin by telling you a little bit about where we, at the University of California, come into the sense-making picture.  A number of years ago a group of us became interested in a problem that underlies the use of sense making.  That problem was how organizations in which errors can lead to catastrophic outcomes avoid making these errors.  We focused on organizations using fairly sophisticated technologies because, for the most part, it is easier to slow error processes down in organizations in which things happen more slowly than it is in technologically advanced systems.  We called our organizations, high reliability organizations or HROs. 


One of the people who worked with us was Karl Weick, whose book, Sensemaking in Organizations is the impetus for this workshop.  Like many other researchers in cognitive and organizational psychology we found that it is easy to make horrific errors when situational misunderstanding occurs. Thus (show cartoon of dice) we often work ourselves into situations like this.


The part of the sense-making paradigm we’ve dealt with over the years is the part about how to decrease the incidence of errors in decision-making.  I’ve worked on both the research development and application side of that problem.  We began by looking at US Navy carrier aviation and given the findings of the research, ultimately I helped set up a program the Navy uses during safety stand downs to assess how well their aircraft squadrons are managing safety.  No group can manage safely in situations in which sense-making fails.  That program has contributed to the Veteran’s Administration’s development of its safety culture assessment in its hospitals, and is now being extended into Marine ground troop training.  We also examined how decisions get made in turbulent situations such as at sea carrier operations.


Our work, then, has both research and applied aspects.  We have looked at how commercial maritime organizations, financial institutions, health organizations, incident command systems for community emergency response, etc., work in rapidly unfolding situations to make and execute appropriate decisions.  We’ve also helped some of these organizations set up training and other programs that have sense making components.  For example, two of the people with whom we work closely train police in the U.S. and Great Britain in how to deal with hostage situations.  They include the results of our research in their training programs.  The US Coast Guard has a program called “Prevention through People.” which draws largely from our research.  The training and indoctrination programs for one of the nation’s best operated Pediatric Intensive Care Units are based on the Berkeley research.  Finally, in the aftermath of the events of September 11th we’re trying to help one of the world’s three largest oil companies deal with reliability issues concerned with its refinery, chemical production, and pipeline operations.  These issues are largely being framed in cognitive terms.  This company’s executives decided their vice presidents should be required to read Karl’s book.  We thought a more important reading for them right now is Gary Klein’s work on recognition-primed decision-making.  Our work, Klein’s work and Karl’s work are related in important ways.


An interesting way to look at this problem is from a perspective given to us by James Reason in England (show the Reason model).  Jim proposes a model of error based on failure of a number of firewalls to operate appropriately.  He calls it the Swiss cheese model and says that when the holes in the cheese line up the accident occurs.  One could think of a similar model in which the firewalls are people and the holes are their combined misperceptions of their situations that line up and lead to incorrect decisions (show similar model).  Again, this leads to a situation well represented in Gary Larson’s cartoon (show cartoon).  The evidence is all there and the cowboys don’t get it.


Let me give you just three findings from our work, and then an issue that is emerging from that work.  Then I want to back track and speak more specifically about the study that follows on the Weick and Roberts 1993 piece that I’ll briefly mention.  If there’s time I want to talk a minute about how our most recent investigation of the USS Greeneville tragedy shows the breakdown of virtually all of the mechanisms for insuring accurate sense making identified in Weick and Roberts and in Bigley and Roberts.


Here are three findings and one issue from the HRO research.  By the way, we’ve published more findings and more issues but these seem essential to me  (show slide of Findings and Issue)

Finding How people develop representations of the work world in which they live and how these representations guide the inputs they make and their interrelations with one another in HROs 


This is the subject of the Weick and Roberts study published in 1993.  In that paper we talk about heedful interaction of people with one another, even though they may be or are distributed across a variety of locations.  The single representations people make of their situations come together to form a sort of organizational mindfulness.

Finding How people use their representations of situations to re structure their organizations in the face of changing external and internal conditions for reliability enhancement.

This is the subject of a study Greg Bigley at the University of Washington did of the Incident Command System of the Orange County California Fire Authority.  I want to talk more about this in a minute.

Finding Decisions get pushed around in HROs to the positions that can most adequately deal with them.  Aircraft carrier captains expect deck hands are well enough trained and motivated to make split second decisions about things that could put the carrier in harm’s way.


This is from a study by Roberts, Halpern and Stout, published in 1994.  Establishing this kind of movement of decisions making around the organization is very important in Command and Control situations in which the private in the field often has better information given the information technology made available to him, than does the general in the Command Center he’s reporting to.  We have to have well developed protocols about what to do in situations in which the authority structure is, in important ways, reversed.


Before returning to the Incident Command situation I’d like to pose to you one unresolved issue our research has been trying to deal with.

Issue We’re finding ourselves n a world of loosely or even tightly related organizations that have to deal with reliability enhancement simultaneously.  Because so little attention has been paid to systems of organizations we don’t know how to do this.


Martha Grabowski at Rensellear and I published a paper on systems of organizations.  As yet we’ve been unable to launch a research program that would answer some vexing questions about how parts of systems should operate together, another issue faced in the Command and Control environment.


Greg’s investigation of the Orange Country Fire Authority tries to answer the question, “how do organizations avoid this” (show Larsen slide).  Many of you probably know what an Incident Command system looks like.  But in case you don’t here’s its structure. (show slide of structure). It was a system designed to better address unfolding catastrophes after the series of wild land fires in California in the 1970s.  Today it is a national as well as a local response system and has been widely adopted by other nations.  As you can see, it’s just like any other bureaucratic structure you’ve ever seen.  When community emergencies are small the ICS doesn’t even need this much structure.  In the usual community emergency the fire truck or paramedic unit can get to the scene, fix the problem, and be gone.


But when incidents grow and change rapidly the simple structure of a fire truck on the scene changes to the more bureaucratic structure I just showed you.  And then that bureaucratic structure has to be amended by processes that will make it more flexible and able to adapt to the situation.


So what does it do?  Imagine for a moment the unfolding of a major community emergency.  The Oakland hills fire of 1991 or initial responses to the WTC bombings will do just fine.  Over time the number of participants addressing the emergency grows and command shifts around depending on the nature of the emergency and the agencies called in.  So, the Coast Guard commanded for example the ICS that dealt with the crash of John F. Kennedy Jr’s plane, with the Massachusetts Police, NOAA, the U.S. Navy and other organizations contributing.

We found that the normal bureaucratic structuring mechanisms are overlaid with more flexible structuring and two malleable cognitive processes, constrained improvisation and cognition management (show slide of model).

Let’s look only briefly at the structuring mechanism mainly for purposes of providing context in which the two cognitive mechanisms work.  It’s easy to figure out what is meant by structure elaboration.  You build and change the structure as the incident unfolds.  So let’s say you begin with a garage fire, putting a couple of fire trucks on it.  Now an explosion occurs and it’s pretty obvious you have a hazardous materials situation.  The haz mat team is called in and becomes the incident commander, because the haz mat team has a better sense than the fire team about how the problem needs to be addressed.  That’s elaborating the structure.

Role switching happens all the time.  The first truck on the scene is the incident commander and everything else.  But the incident expands and the second group to the scene may include a higher-level person who takes over as incident commander.  Roles are switched back and forth as different resources are required.  Within this situation authority migrates.  Recall, I said one of the findings of the HRO body of research is that decisions (and thus authority) migrate to people in the best position to make them, not to the person of highest rank.  We’ll, here it is again.   System resetting is completely restructuring your system depending on the changing environment.  Thus, what may have started as a brush fire now endangers a housing development.  The system must now incorporate the local police to aid in evacuation, etc.

Realizing this kind of flexible system often relies on some form of improvisation an issue Karl Weick, Frank Barrett, and others discuss at some length.  Improvisation of tools often takes place as does improvisation of rules and routines.  So for example, a fire is never fought with opposing streams of water.  But sometimes it has to be!  I know an aircraft carrier captain who sailed his ship astern to get her moving 23 knots into the wind so he could recover aircraft.  Here’s what two of our fire captains had to say about improvisation (slide):

Improvising is altering your tactics or your methods to still accomplish the same goal with an understanding of what the connection [between the altered tactics and the goal] is.

Improvising is still accomplishing the same task, but maybe not doing it specifically as it’s outlined in the book.


Cognitive management methods lubricate and determine structuring and improv activities.  Greg has identified three cognitive management methods which he calls developing, communicating, and shifting and nesting (reshow model slide).  Let me give you examples of each as told to us by our fire fighters (three slides).

Developing
We call it size up.  What’s going on? What’s the time of day?  What’s the wind, weather like?  What are the traffic conditions?  What type of building are we going to? What type of engine? And then what is it when we get there?  We have this picture of what’s happening.  We constantly evaluate that.  We’re supposed to constantly evaluate what is going on to see if we have to make any changes… It’s an ongoing process.  It’s an ongoing process, we are constantly evaluating it.  My wife gets mad because I do this at home.

Communicating
Battalion Chief He gives me a report n condition.  He’s painting a picture.  He’s painting a picture on the radio.  He gives it on the radio.  Let’s just say it’s engine 21. “Engine 21 is on scene.  I have a two-story single-family residence.”  Right away you’ve got a picture of a two-story single-family residence.  “I’ve got smoke and fire showing out of the back south corner.” You know on your map where that is.  You’ve got a pretty good idea.  He’s painting a picture telling you what you have.

Interviewer and you know when you show up how you will relate to everybody else?

Battalion Chief Hopefully. That’s the whole purpose of painting the picture.  And that’s part of what we do.  You have to give a report on conditions.  And you’re painting the picture not only for the battalion chief coming in, but also for all those other units that are coming in.  They’re going to have a pretty good idea of what they’ve got before they get there.  That’s real important. You have…. I guess, the decision-making process starts before you get there.  You start thinking about this.  You’ve got the picture painted.  What do I got?  This is what I’ve got.  When you get in there you’re not surprised.  If you are surprised, somebody didn’t do his job right.  You shouldn’t be surprised.

Nesting
Firefighter This saw is going to need a new chain.  I’m running low on my fuel because I know how long I can last on a tank of fuel in my chain saw.  This ladder is too close to the fire.  Just stuff like that at my level.

Truck company captain I’m thinking about what equipment I’ll be needing a little bit later, or manpower, or keeping ahead of it.  And that way I can order it prior to needing it.  You don’t want to order things when you need them because you’re behind.  As a firefighter, it’s pretty much task oriented.  I think they’re pretty much zoomed into cutting a hole, doing that, doing it in a safe way, and waiting for more instructions.

Battalion chief as strike team leader I have the big picture over my strike team, over what they’re doing.  I have that overall picture, and I report to a division supervisor.  And then he has the overall picture of that whole division.  He reports to a branch.  That branch has the overall supervision picture of that branch.  They all report to the operations chief who has the overall picture of the whole thing… But what I’m actually responsible for is not the big overall picture, it’s the picture of my assignment.

 
You can see here that the lowest person’s picture is subsumed into the picture of the next person up, etc.  Because of time constraints I’ll not have time to discuss what our most recent investigation found in any detail.  But as an aside, we’re just now in the middle of an examination of the USS Greeneville tragedy.  And our initial finding is that very one of the processes Weick and Roberts and Bigley and Roberts say need to be in place for reliable operations were sadly missing aboard the Greeneville the day of the tragedy.


I’d like to sum up by saying I think we know a good deal about individual cognition and a little about how cognitions come together in groups and organizations.  We know nothing about how systems of organizations must operate to avoid situational misinterpretation and disastrous decision consequences.
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