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Problem

DoD future vision: role shift for
human operator of autonomous
systems (DoD, 2009)

How to achieve vision?
Challenges with autonomy

Problems with fogay’s single
vehicle control systems, support
tools, and human-machine
interfaces (HMIs)

Need new decision support

Need principled basis for designing
decision support tools, HMIs, and
automation for future user
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mission-level
goals, tasks,

Supervise and monitor autonomous
platforms and agents through HMIs

Make decisions about when and
how to intervene




Assumptions for future

o

« Dynamic, uncertain, unpredictable,
degraded operating environments

« Human role will evolve with sophistication
and capabilities of automation
— Larger span of control (eventually multiple
vehicles, systems, missions)

— Automation limitations (e.g., inherently
brittle (Layton, Smith, & McCoy, 1994))

— User will supervise automation and
situations, and intervene to correct when
necessary

mission-level
goals, tasks,

« Human always needed as decision maker and ultimate arbiter
- Shift to supervisory decision making requires accompanying

shift in decision support
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Challenges for achieving DoD &
autonomous systems vision N

EHFHER EnEne ErEn EDEm |
DoD Roadmap

hhhhhhhhh

(mvestments and timeline)

» Technology and human issues
to overcome to support role
shift of the human operator

maldng u°"
Capability Environmental Autonomous
I ation of and Collaboration

* Primary focus on technology advancement; unresolved

user issues
— Substantial manning requirements > 7%0
— M human causal factors in UAS mishaps LY ' A

(Tvaryanas, Thompson, & Constable, 2006)
— Under-utilized autonomy (0SD, 2012)

— Inadequate support tools and human
machine interfaces (HMIs)

— Work-arounds to compensate

“It feels like 90% of our training
involves developing and
teaching work-arounds to get
the system to do what we need”

—Vehicle Pilot Trainer, discussing
current systems/HMIs
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Support tools and HMIs lagging &
behind technology N

4 Inconsistencies in coding and /Inadequate attention management support\

meaning across HMIs and platforms (for monitor and detect) .
- Cross-platform transfer minimized due to different * Poor support for monitoring and comprehension of changes

HMIs and systems for different platforms over time, and proactive monitoring
- Inconsistent use of visual features (e.g., color) * Forces serial, continuous, reactive monitoring stance

within and across systems * Users burdened to determine and focus on what is task-
\. relevant, and filter out the task-irrelevant /

Insufficient decision support (for

assess and decide)
* User burdened to find, mentally integrate, and

transform data into decision -evel information
» Uninformative and context-insensitive alerts
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Function and task complexity

+ Simple functions and tasks require
memorization and training of complex,
multi-step procedures

+ Training focused on compensating for HMI

shortfalls detracts from teaching core

s objectives /

Representative Human
Machine Interfaces (HMIs)

e —
Lack of automation support and

transparency

* Confusing and poorly conveyed mode
hierarchy and authority

* Limited insight into automation

.i | R

* Problems seen today are similar to problems reported in 2004, 2006
(Eaton, Kalita, & Nagy, 2006; Tvaryanas, Thompson, & Constable, 2006; Williams, 2004)

* Need new approach!
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Design and domain challenges \\\\

Situation and user population do not yet exist

— Must evolve traditional methods of analyzing existing work, systems, and
users

Human-automation interaction
— “Double-edged sword” nature of automation (Bainbridge, 1983)

System development constraints
— Technology-centric philosophy

— Change averse, slow progress and improvements (Tvaryanas, 2012; Williams, 2004)

Increase in future span of control

— More information to monitor, but same user cognitive abilities and user
“bandwidth”

— Minimal progress through prior attempts (MAC)
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Design and domain challenges \\\\

Situation and user population do not yet exist
— Define core tasks as basis for defining future user task needs

Human-automation interaction

— Human-centered philosophy, principled method to allocate tasks to humans
and autonomy

System development constraints
— Task-centered to direct focus on users’ needs
— Objective basis for selecting HMIs and tools

Increase in future span of control

— Information presentation and interactions aligned with users’
cognitive abilities

© Pacific Science & Engineering 2013



Tailored User-Centered Design QA
(UCD) process N

Appl gnitive science to support user abilities —\

Cognitive Human-
Cognitive task automation “Monitoring” Cognitive Performance
challenges analyses allocation work domains science tradeoffs

v W o g >

\

- Conduct
Allocate - Design & g
Specify . . empirical
tasks i prototype Solicit -
info studies to
across advanced user g
exchanges, - TET ] 413Y
users, display feedback b
workflow impact,
system concepts ] ]
inform design
/U J
Operational  Task, Automation Info User task & Feedback on
docs domain allocation exchanges display constraints concepts, usage

Apy doain expertise to support future task needs—}

8 27 military and industry unmanned systems subject matter experts (SMEs)
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Staged SME interview process

o
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Staged task analysis
approach

\

Define and validate core

tasks
N

Specify allocation of tasks
to human and automation
for current (“descriptive”)
and future (“prescriptive”)

practice
NS

Specify information
exchange between
humans and automation
for subset of “detect”
tasks




&

SME participant characteristics \\\\\

27 military and civilian unmanned system domain experts experienced in:

» Vehicle Control, Sensor Control, Mission Command
» Range of unmanned vehicle platforms (DoD UAS Group 1-5)
« Range of missions, from operational tests through theater operations

Unmanned Vehicle Role DOD UAS Group

Rate & Rank or Civilian 1 2 3 4 5
Vehicle Exp | Yrs | Exp | Yrs | Exp | ¥rs | Exp | Yrs | Exp ] Yrs
April Navy exercise 0-5 (CDR) Ret X
May | Military test venue Capt /06 X X X Expt] 14 |Expt]| 14 Expt] 10
m May | Military test venue Civilian X X Expt| 7
May | Military test venue Civilian X X X Expt] 2 |Expt] 5
May | Military test venue Civilian X X X 7
May | Military test venue Civilian X X Expt| 6
- June Industry UAS Stan / Eval Instructional Auditor X X X Expt] 4
June Industry UAS Operations Action Center X X Int 3
June Industry UAS 02 (former service) / FSR X X Int 2
June Industry UAS ES (former]) / Field Service rep X X Expt] 3.5
lune Industry UAS E6 / Fire Servie Trainer X X Int | 4
June Industry UAS E7 [Ret) / Pilot Instructor X X Expt] 3.5 Expt] 4
June Industry UAS UAS Instructor / Operator X X Expt] 2.25
June Industry UAS Airline Pilot / Training Program Mgr X X Expt| 5
June Industry UAS 0-4 (Ret) / Director of Mission Support X X Int 1 |Expt] 2
June Industry UAS QOperator Training Mar X X Expt
June Industry UAS 0-4 / Advanced Operations Training X X Expt] 3 Int 2
June Industry UAS Pilot Instructor X Expt] 3
Ny |_lLINE Industry UAS UAS Pilot Instructor X Expt] 1.25
July AF training 0-4 / Maj X Expt] 3.5
July AF training O-4 / Maj X Expt] 5
July AF training Maj X X Expt| 2 |Expt]2.75
July AF training Maj X Expt] 4.92
[Stage 3 luly AF training T5gt X Int | 1.33 | Expt] 3.17
July AF training TSpt X Expt] 11
July AF training TS5t X Expt] 2 |Expt] 2
July AF training 55pt X Expt] 3 |Expi] 5
Total 27 22 19 11 1 |A\rg 14.0 3.7 5.7 2.7 4.8

TOU

© Pacific Science & Engineering 2013




Interactive interviews

Draft materials for
SMEs to respond to

SMEs active
participants in
Interviews

© Pacific Science & Engineering 2013

Contact, agenda
recruitment,
schedule

Create materials,
procedure; IRB

Overview of
ONR project
and interviews

Structured ¢

interviews 7

Simulatorand
system/HMI
review

A

Outbrief and _ e
SME follow-up _A-

Analysis and
design...




Stage 1: Defined core tasks in &
role-task matrix N

« Drafted role-task matrix for monitoring
and problem intervention tasks

« Leveraged from prior task analyses,

operational docs and CONOPS (eq., cook &

Smallman, 2010; Fleet Forces Command, 2008; Gugerty, 2004; Nehme,
Crandall, & Cummings, 2007; OSD, 2012; Sibley & Coyne, 2012)

« Tasks

— Monitor (vehicles, environment, sensors,

M
team, mission) pye
— Detect anomalies or problems 28}
()]
— Assess ability and need to fix problem >3
— Decide on course of action 55
wn ©
* Roles k5 2
— Configuration of users and automation e
- Align decision support efforts to task 5%
needs g =
« Reviewed and refined with SME feedback S

12
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Stage 1: Defined core tasks in

role-task matrix

Q

Monitor

Abstracted tasks and current allocation to humans and automation for current UAV operations

Detect

Assess

Decide

Vehicle (during flight)

Ongoing or anticipated anomalies or problems in vehicle health and
status (out of range cylinder head temp, engine RPMs, instrument

malfunctions, insufficient remaining fuel)

Ongoing or anticij lies in vehicle (rate of
climb, flight path deviations)

Ongoing or problems with tovehicle

Need to fix the error or problem (should | fix?)

Severity of the anomalies, problems, or deviations

tikelihood of anomalies, problems, or deviations

Degree of impact from anomalies, problems, or deviations (should they occur)

Risk tovehicle, sensors, collateral entities, and mission if current flight plan is continued
Risk to vehicle, sensors, collateral entities, and mission goals if current fiight plan is abandoned or changed
Ability to fix the error or problem (can 1 fix?)

o Capabilities and health/status of the vehicle

o Allowable path tolerance (min separation)

o Time remaining to complete mission

o Potential to correct error with minimal risk and cost

00000

Continue with current flight plan
Return vehicle to base to inspect, fix, or replace vehicle
Maneuver differently to correct movement

Attempt to regain connectivity

Obstacles or events in the vehicle's path that mightimpact vehicle
safety, health, or status (winds aloft, anti-aircraft artillery)
Obstacles or events in the vehicle’s path that mightimpact safety of
other aircraft (manned aircraft)

Obstacles or events in the vehicle's path that might adversely affect
vehicle movements (winds, weather)

Obstacles in the path of the camera that might degrade quality of
collection or targeting (fog)

Events or obstacles impacting or likely to impact mission goals (poor
weather delaying target arrival time)

Need to avoid obstacle or work around event

o Likelihood of impact from obstacles or events

o Degree of impact from cbstacles or events

o Risk tovehicle, sensors, collateral entities, and mission if current flight and sensor plan is continued

o Risk tovehicle, sensors, collateral entities, and mission goals if current flight and sensor plan is abandoned or changed
(changing fiight path leading to loss of orsight of a track, g stealth)

Ability to avoid obstacle or work around event

o Given the environmental conditions [terrain features, wind speed, airspace changes, landmarks, waypoints),
- Capabilities and health/status of the vehicle
+ Alternative waypoints or paths available
+ Time remaining to complete mission
* Potential to correct error with minimal risk and cost

Continue with current flight and sensor plan
Return vehicle to base to inspect, fix, or replace vehicle
or sensor

Maneuver differently (locally) to correct movement or
avoid obstacle

Build a new flight path (globally) to correct movement or
avoid obstacle

Use alternate sensor to deal with environmental
obstacles
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Ongoing or
(malfunctioning zoom, unresponsive on/off)

Ongoing or anticipated problems with sensor eonnectivity

Ongoing or anticipated problems with collection quality (unable to ID
or distinguish targets due to degraded video)

Ongoing or anticipated problems with collection accuracy (cannot
find or track white truck target)

Ongoing or anticipated problems with interpreting collection
(meaning of target behavior, changes over time)

Need to fix the error or problem

o Quality of collection (how bad is the imagery?)
o Accuracy of collection (degree of match between expected and actual?)

o Confidence in interpretation of the collection (I see a pattern emerging but | do not know what it means)

o Risk tovehicle, sensors, collateral entities, and mission if current sensor plan is continued

o Risk tovehicle, sensors, collateral entities, and mission goals if current senser plan is abandoned or changed
Ability to fix the error or problem

o Capabilities and heafth/status of the paylead or sensor
o Alternative targetsor collection opportunities available
o Time remaining to complete mission

o Potential to correct error with minimal risk

o Additicnal analysis resources to support processing and

Continue with current sensor plan

Return vehicle to base to inspect, fix, or replace sensor
Maneuver differently (locally) to improve collection
quality

Build a new flight path (globally) to improve collection
quality

Use alternate sensor to compensate for sensor
malfunction, poor collection quality
Collecton a new or related targetin the
same mission)

ity (for the

Team (vehicle and sensor
operators)

Events impacting or likely to impact team performance (poor sensor
performance of ane operator; additional, unexpected tasking)

Need to replace the operator

= Performance of the team overall

o Risk tovehicle, sensors, collateral entities, and mission if current team configuration is continued

o Risk tovehicle, sensors, collateral entities, and mission goals if current team configuration is abandoned or changed
o Extent towhich the human is causing the problem

o Potential to correct human error with minimal risk and cost

Ability to replace the operator

o Capabilities and status of afternative operators

o Potential to replace operater with minimal risk and cost

Replace operator(s)
Assist operator(s)
Continue with current operator(s)

0
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© Mission (air space and
E customer requirements)
Q

o
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Events impacting or likely to impact mission effectiveness (delayed
mission schedule)

Events impacting or likely to impact airspace during mission (airspace
closures; other air vehicles)

Events impacting or likely to impact customer satisfaction (loss of
target)

Event:

pacting or likely to impact the bigger picture (interaction of
other missions with current mission)

Need to modify the mission under the circumstances
o Risk/reward to vehicle, sensors, collateral entities, and mission if current fight/sensor plan is continued
- Completion status of the current mission
- Importance of mission tasks
- Extent towhich customer can be or has been satisfied
o Risk/reward to vehicle, sensors, collateral entities, and mission goals © current flight/sensor plan is abandoned or changed
- Completion status of the current mission
« Importance of mission tasks (mission priorities and schedule, key transitions for events, major and minor changes in
targets or activity of observed entities, target tracking performance)
« Extent towhich customer can be or has been satisfied
- Probability of recovery, vehicle sacrifice method
Ability to modify the mission under the circumstances
o Capabilities and healthystatus of the vehicle
o Alternative waypoints or paths available
© Time remaining to complete mission
o Potential to correct error with minimal risk and cost
© Tactical context (gofno-go criteria)

Direct team to continue with current flight and sensor
plan

o Decide that current cellection is sufficient

o Decide that current vehicle operations are sufficient

* Directteam to return vehicle to base to inspect, fix, or

replace
ectteam to build a new flight path (globally)
ectteam to maneuver differently (locally)
Direct team to change sensor collection plan
ectteam to collect on a new or related target

© Pacific Science & Engineering 2013
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« SMEs applied expertise

Defined

tasks (Stage

1 role-task
matrix)

o> Stage 2: Specified task allocation

Q
Q

about tasks, specifying
how users and automation
do/can work jointly to
accomplish tasks

Novel procedure by
adapting method used for
system designers to allocate

tasks (Parasuraman, Sheridan,
& Wickens, 2000)

Objective basis

Rough guidelines to aid
ratings

Present (descriptive)
Future (prescriptive)

© Pacific Science & Engineering 2013

Humans excel at:
Perceiving patterns, problem solving
Improvising and using flexible procedures
Recalling relevant facts at the appropriate time

Computers excel at:
Responding quickly to control tasks
Repetitive and routine tasks
Handling many tasks simultaneously

€ L d
Human Ratlng Scale Automation
3 4
Fulva:Bnan: Human D Human Supervised: Nearly Fully

* Automation offers no
assistance; human
makesall decisions and
takesall actions

Clerk manually types in
all items at point of
purchase; no assistance
from automation

 Automation suggests
multiple alternatives or
categorized data for
human to choose from
or review

Clerk swipes all items

over the scanner and

automation provides:

v “First pass” alerts to
issues or anomalies

v Multiple options for
human to choose
from

« Automation suggests
one alternative for
human to accept or
veto ( by

« Automation executes
one alternative, giving
human limited time to
veto ( by

consent”)

Clerk swipes all items
over the scanner and
automation provides:

v Awareness of the

issues or anomalies

v Single option for

human to accept or

veto
v

exception”)
Clerk swipes all items
over the scanner and
automation provides:
v Understanding of the
issues or anomalies
v Single solution
without requiring
human approval

-

« Automation decides
everything and acts
independently,
ignoring the human

Customer pushes cart
through scanner and
automation reads all
barcodes or ID tags at
once and tallies the
total

Lower speed, lower volume (high workload for human)
Can fix problems by manually entering or confirming them
More direct and timely customer service

Higher speed, higher volume (narrows down options)
May exclude “good” items or may miss “bad” items
Customer service could be less timely or nonexistent

Requires long-term knowledge or interpretation
Procedure that is context-dependent
Allows focus on single issue at a time
Consequences of failing are serious (death, injury, etc.)

Can be performed without applying long-term knowledge
Procedure with defined rules that apply across varied contexts
Requires large amounts of data to be processed simultaneously

Consequences of failing are minor

Allocated
tasks (Stage
2 role-task

T

14




Stage 2: Allocation process \\\\

Example task: “"Detect ongoing or anticipated anomalies or problems with vehicles” health and status”

« User monitors vehicle health and status and is
responsible for detecting all deviations or problems
(Z-Fully human)

Perceiving patterns, problem solving Responding quickly to control tasks
Improvising and using flexible procedures Repetitive and routine tasks

Recalling relevant facts at the appropriate time Handling many tasks simultaneously

Human

For 2 — 5, “detection” automation helps monitor the % < Rating scale A'utc%ﬁon
2 3 . 4 @

health and status of vehicles and:

Human Human Sup d: Nearly Fully
« Automation executes « Automation decides
i everything and acts
independently,

ignoring the human

« notifies user of a// deviations; user must review all
notifications and decide which ones are critical and
which to dismiss (2-Human delegated)

« notifies user of subset of most critical deviations, for rypegpepe
the user to review and approve or dismiss (similar to
“management by consent”) (3-Human supervised) Contirotlens by manualy entering o confming e

Requires long-term knowledge or interpretation Can be performed without applying long-term knowledge

*  decides on the subset of critical deviations; the user e et b e s
can dismiss notifications within a given time period
(similar to “management by exception”) (4-Nearly
autonomous)

« decides on the subset of critical deviations; the user
has no ability to review or dismiss notifications (5-
Fully autonomous)

Customer pushes cart

ags at
once and tallies the
total

15
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Tasks

Monitor

Detect

Assess

Decide

Current

Future

Current Future

Current Future

Vehicle (healt,
kinematics)

(Ongoing or anticipated snomalies or problems in vehicle haalth and
status (out of range cyfinder head temp, engine AP, instrument
malfunctions, insufficient remaining fuel |

(ongaing or anticipated anomalies in vehicle movements frate of dimb,
jiight path deviotiens |

(Ongaing or anticipated problems with connectivity to vehicle

[Need to fix the ervor or problem (showld | fix?)
© Severity of the anomalies, problems, or deviations

© LUkelihood of anomalies, problems, or deviations.

© Degree of impact from anomalies, problems, or deviations (should they occur)

© Risk to vehicle, sensors, collateral entities, and mission if current fiight plan s continuad

© Risk to vehicle, sensors, collateral entities, and mission goals If current flight plan is abandoned or
ehanged

[ability ta fix the error or prablem (ean | fix?)

© Copabilities and healthystatus of the vehicle

© Allowable path tolerance [min separation)

o Time remaining to complete mission

© Potential to cormect error with minimal risk and cost

[Continue with current fight plan

base to inspect, fx, of repl
Maneuver differently to correct movement
| Attempt to regain cannectivity
Return to base in event of lost communications

ground)

Environment (air,

(Dbstacles or events in the vehicle’s path that might impact vehicle
safaty, haalth, or status (winds oloft, anti-gircroft artillery )

Obstacles or events in the vehicle's path that might impact safety of
ather aircraft (manned aircraft)

Obstacles or events in the vehicle's path that might adversely affect
vehicle mavements {winds, weather |

(Otistacles in the path of the camera that might degrade quality of
callection or targeting (fog |

Events or abstacles impacting or likely to impact missian goals (poor
weather deloying target arrival time )

[Need to avoid obstacle or work around event

© Likelihood of impact from obstacles or events

© Degree of Impact from obstacles or events

o Risk to vehicle, sensors, collateral entities, and mission if current fight and sensor plan is continued
© Risk to vehicle, sensars, collateral entities, and missian goals if current flight and sensor plan is
abandoned or fiight @ to loss of ity or sight of a track,
compromising steaith )

bty to avold obstacle or work around event
© Given the environmental conditions (terrain features, wind speed, airspace changes, landmarks,
waypoints),

+ Capabilities and healthy/status of the vehicle

* Altemative waypoints or paths avallable

& Time remaining to complete mission

+_Potential to correct error with minimal risk snd cost

[Continue with current fight and sensar plan

base to Inspect, fix or
sensor
Maneuver differently [locally) to correct movement or
avoid abstacle
Build a new flight path (globally) to correct movement or
avoid abstacle

Use alternate sensor to deal with environmental obstacles

— Sensor Operator — —— Vehicle Operator —

) s in

Ongoing or functioning
. |z0om, unresponsive on/off) °
S o
k7 P e °
S o
; Ongoing or anti d probl h [t Dor °
 distinguish targets due to. raded vide« ch:
(7] Q Sensor (camera or ikl eoredes v )8
dJ 3 Ongoing or anticipated problems with collection accuracy (cannot find or
—_ 5 payload) track white truck target )
0 = Onaoingor snticoéted probleme with T
target behavior, changes over time )
e o
1
@
]
=

[Need to fix the error or problem
Quality of collection (how bad is the imagery?)
Accuracy of collection (degree of match between expected and actual?)
Confidence in interpretation of the collection (1 see a pattern emerging but | do not know what it means]
Risk to vehicle, sensors, collateral entities, and mission if current sensor plan is continued
Risk to vehicle, sensors, collateral entities, and mission goas If current sensor plan s abandoned or
anged

[Ability ta fox the error or problem
© Capabilities and health/status of the payload or sensor

© Alternative targets or collection opportunities available

© Time remaining to complete mission

© Potential to correct error with minimal risk

o_Additional analusis resources to support orocessing and exsloitation

[Continue with current sensar plan

base to Inspact, fix. or

Maneuver differently [lacally) to improve collection quality

Build  new flight path (globally) to improve colleetion
quality

Use slternate sensor ta compensate for sensor
matfunction, paor collection quality

Collect on a new or related target in the vicinity (for the
same missian)

[scan mode set by payload operator or scan continuously

Stage 2: Specified task allocation \\\\\\\

Emergent Patterns

« Humans heavily involved in most current tasks (autonomy under-utilized)
— Echoes recent Role of Autonomy in DoD Systems OSD report

« SMEs envision future automation helping with “detect” and “assess” for vehicles,
sensors, environment

* Relatively more human involvement reserved for “decide” and mission commander

J

Fully
Human

Human

Delegated

Human
Supervised

Nearly

Autonomous

Fully
Autonomous

© Pacific Science & Engineering 2013
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Roadmap for future automation and
support tools

2

Tasks

Monitor Detect

Assess

Decide

Current Future

Current Future

Current Future

— —— Vehicle Operator —

(Ongaing or anticipsted snomales or problems in vehicle health and
status (out of range cylinder heod temp, engine RPMs, instrument
malfunctions, insufficient remaining fuel )

(Dngoing or anticipated anomalles in vehicle mevements (rate of climb,
fiight path deviations )

Vehicle (healt,
kinematics)

(Ongaing or anticipated problems with connectivity to vehicle

Need to fix the error or problem (should | fix?)
© Severity of the anomalies, problems, or deviations

© LUkelihood of anomalies, problems, or deviations.

© Degree of impact from anomalies, problems, or deviations (should they occur)

© Risk to vehicle, sensors, collateral entities, and mission if current flight plan is continuad

© Risk to vehicle, sensors, collateral entitles, and mission goals If current flight plan Is abandoned ar
ehanged

[ability ta fix the error or prablem (ean | fix?)

© Copabilities and health/status of the vehicle

o Allowable path tolerance [min separation)

© Time remaining to complete mission

© Potential to cormect error with minimal risk and cost

Continue with current flight plan

base to inspect, fx, of repl
Maneuver differently to correct movement

| Attempt to regain cannectivity

Return to base In event of last communications

(Dbstacles or events in the vehicle’s path that might impact vehicle
safaty, haalth, or status (winds oloft, anti-aircroft artillery)

Dbstacles or events in the vehicle's path that might impact safety of
ather aircraft (manned aircraft)

. . Obstacles or events in the vehicle's path that might adversely affect
Environment (air,  |vehicle movements winds, weather
ground) Otistacles in the path of the camera that might degrade quality of
collection or targeting (fog |

Events o abstacles Impacting or likely to impact missien goals (poor

[Need to avoid obstacle o wark around event

© Likelihood of impact from obstacles or events

© Degree of Impact from obstacles or events

o Risk to vehicle, sensors, collateral entities, and mission if current fight and sensor plan is continued
© Risk to vehicle, sensors, collateral entities, and mission goals if current flight and sensor plan 1s
abandonad or fiight @ to loss of ity or sight of a track,
compromising steaith )

bty to avold obstacle or work around event
© Given the environmental conditions (terrain features, wind speed, airspace changes, landmarks,
waypoints),

Continue with current fight and sensor plan

base to Inspect, fix or
sensor
Maneuver differently [locally) to correct movement or
avoid abstacle
Build a new flight path (globally) to correct movement or
avoid abstacle

Use alternate sensor to deal with environmental obstacles

Use of matrix

« Baseline vs. future

« Initial step in design of joint human-autonomous system
decision support

Automation

— HMIs and support tools

« Highlights opportunities and needs for automation

 Probability of recovery, vehicle sacrifice method

[Dicect team to collect an a new or related target

|Ability to modify the mission under the circumstances
o Capabllities and health/status of the vehicle

© Alternative waypoints or paths available

© Time remaining to complete mission

o Potential to correct error with minimal risk and cost
© Tactical context (go/no-go criterla)

Human
Supervised

Human
Delegated

Nearly
Autonomous

Fully
Autonomous

Fully
Human

Future ,---------
Current Misg

17
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Stage 2: Specified task allocation

{

Tasks

[ Monitor

Detect

Assess

Decide

Current Future

Current Future

Current

Future

Vehicle (healt,
kinematics)

(Ongoing or anticipated anomalies or problems in vehicle haalth and
status (out of range cyfinder head temp, engine AP, instrument
moffunctions, insufficient remaining fuel)

(Dngoing or anticipated anomalles in vehicle mevements (rate of climb,
light path deviations )

(Ongoing or anticipated problems with connectivity to vehicle

1o fix the error or problem (should | fix?)
Sevarhty of the anomalles, problems, or deviations
Likelihood of anomalies, problems, or deviations
Degree alies, problems, or
Risk to vehicle, sensors, collateral entities, and mission if current flight plan is continued
Risk to vehicle, sensors, collateral entities, and misslon goals If current fight plan Is abandoned or
nged
ity ta fix the error or problem (can I fix?)
Copabilities and health/status of the vehice
Allowable path tolerance [min separation)
Time remaining to complete mission
Patential to correct error with minima risk and cost

Continue with current flight plan
Base o nspect, fix, or

Mancuver differently to correct movement
[Attempt to regain cannectivity
Return to base in event of lost communications

SEnvironment (air,
Ground)

[Obstacles of events in the vehicle's path that might impact vehicle
safaty, health, or status (winds oloft, anti-aircroft ortiliery )

Obstacles or events in the vehicle's path that might impact safety of

ather aircraft (manned aircraft

Ostacles or events in the vehicle's path that might adversely affect

vehicle mavements {winds, weather |

(Oistacles in the path of the camera that might degrade quality of
ction or {fog )

Events or abstacles Impacting or likely to impact missian goals (poor

weather delaying target arrival time )

VISOF ~—~ =~~~ """t TTT TS Smsssssssmseeem

Ong®ing or an
distinguish targets due to degraded video )
of ol with ( find or

to avoid obstacle or work around event
Likelihood of impact from obstacles or events
Degree of Impact from obstaces or events
Risk to vehicle, sensors, collateral entities, and mission if eurrent flight and sensor plan is continued
Risk to vehicle, sensors, collateral entities, and mission goals if current flight and sensor plan is
filght poth ieoding to i sight of @ track,

omising steaith )

ity to avoid obstacle or work around event
Given the enviranmental conditiens (terrain features, wind speed, sirspace changes, landmarks,

ints),
Capabllities and health/status of the vehicke
Alterative waypoints or paths avallable
Time remaining to complete mission
Potential to eorrect error with minimal risk and eost

[Continue with current fight and sensar plan

base to Inspact. fix. o repla
sensor
Maneuver differently [locally) to correct movement or
avoid abstacie
Build a new flight path (globally) to correct movement or
avoid abstacle

1o deal with bstacles

to fix the error or problem
Quality of collection (how bad is the imagery?)
Accuracy of collection (degree of match between expected and actual?)
c i of the colle 1 do not know what it means)
Risk to vehicle, sensars, collateral entities, and mission if current sensor plan is continwed
Risk to vehicle, sensors, collateral entities, plan is
nged

lity ta fix the error or problem
Capabllities and health/status of the payload or sensor
Alternative targets or collection opportunities avalable
e remaining to complete mission
Potential to correct error with minimal risk

itional analsis resources to suoport arocessing

[Continue with current sensor plan

base to Inspect, fix, or

Maneuver differently [lacally) to improve collection quality

Build a new flight path (globally) to improve callection
quality

Use alternate sensor ta compensate for sensor
malfunction, paor collection quality

Collect on a new or related target in the vicinity (for the
| same mission)

Scan mode set by payload operator or scan continuously

[Events impacting o ikely to impact team performance (poor sensor

L.
(7] g'_ BSensor (camera or
)] U'-':l’ bayload) f
e o
=
w
4
ITeam (vehicle and sensor
perators)

operatar; additional, cted tasking )

o replace the operator
Performance of the team overall
Risk to vehicle, sensors, collateral entlti
Risk 1o vehicle, sensors, collateral
changed
Extent to which the human ks causing the problem
Patential to correct human error with minimal risk and cast

current
tities, and ks

is abandoned

ity to replace the operator
Capabllities and status of lternative operators
Potentlal to replace operator with minimal risk and cost

Replace operator(s)
[Assist operatorts)
Continue with eurrent aperatorfs)

Commander — — Sensor Operator —— —— Vehicle Operator —

[Events impacting or likely to impact mission effectiveness (delayed
mission schedule )

Events impacting or likely to impact airspal (airspace
i he air vehicles |

Events Impacting or likely to impact customer satisfaction (loss of
rorger)

Events impacting or likely to impact the bigger picture (interaction of ather
missions with current mission)

Future ,===============mmmmmmmmem e e ]

g Mission (air space and
s ustomer requirements)
oy

-t

S Fully

=Y

= Huma

=1

o

Human
n Delegated

1o modify the mission under the circumstances
Risk/reward to vehicle, sensors, collateral entities, and mission if current flight/sensor plan is continued
* Completion status of the current mission
* importance of mission tasks
* £xtent to which customer can be or has been satisfied

Risk/reward to sensors, and if current planis
doned or changed
= Completion status of the current mission
. mission tasks ¥ for events, major and
changes in targets or target )

ity to modify the mission under the circumstances
Capabllities and health/status of the vehicle
Alternative waypoints or paths avallable

Time remaining to complete mission

Potential to correct error with minimal risk and cost
Tactical context (go/no-go criteria)

[Direct team to continue with current flight and sensor plan
© Decide that current collection s sufficient
o Decide
Direct team to return vehicle to base to inspect, fix, o
replace

Direct team to build s new flight path (globally)

Direct team to maneuver differently (locally)

Direct team to change sensor collection plan

[Dicect team to collect on a new or related target

Human
Supervised

! Nearly
Autonomous

£ Fully

Autonomous
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Stage 3: Characterized workflow and
information exchanges

o

Today'’s support
tools and HMIs
induce reactivity,
as users monitor
real-time values,
and respond to
alerts.

monltorlng
- (reactge)

mmmmm

ine attentional

(s

o Procide """—“;
vﬁmur atention toit?
v

Incressed sEte. Detarrination —

‘erameser o

‘ oy | = o

\_/_‘J -J‘J

imj

supe||'

roactlve)

pameafam‘ q:am‘j‘

Proactive

Define rormal
oreecid (4

DEtEmlnE how
mdwamrm-

et g

mmmmmmm

Execute

VISIOI?/

Future tools and HMIs
should support proactivity
and mission-level
supervision.

Plant State

Wrong action makes

Catastrophic No action

Loss

Late action results in

) losses

Lost Production
or Equipment

Early action keeps

Normal :
_—plant in a safe state

Operation

Accident Progression

Fig. 1. Early intervention ¢an prevent catastrophic losses.

»>
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Smallman & Cook, 2013 (HCII)

Importance of proactivity, and
decreasing effectiveness as problem
intervention is delayed (Burns, 2006)
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Stage 3: Defined information &
exchanges N

« For subset of detection tasks, defined information inputs and outputs for
future problem/anomaly detection automation

« Reviewed and refined with 8 SMEs

« Systematic process for SMEs to indicate information availability and
information detail needed to effectively supervise automation

— ex: immediate access to general categories of problem types and severity

— ex: on-demand access to precise values for ongoing and expected problem
duration

« HMI design concepts in forthcoming conference paper

— Smallman, H.S., & Cook, M.B. (2013). Proactive supervisory decision support from
trend-based monitoring of autonomous and automated systems: a tale of two
domains. HCI International (HCII) 2013 Invited Paper, Las Vegas, NV, 21-26 July
2013.

— Novel trend-based display metaphors for command and control of autonomous
systems

20
© Pacific Science & Engineering 2013



Lessons learned across domains \\\\

Smallman, H.S., & Cook, M.B. (2013). Proactive supervisory decision support from trend-
based monitoring of autonomous and automated systems: a tale of two domains. HCT
International (HCII) 2013 Invited Paper, Las Vegas, NV, 21-26 July 2013.

Industrial process control Unmanned systems

21
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Next steps

o

-

ognitive Human-
Cognitive task automation
challenges analyses allocation

“Monitoring”
work domains

v W o g

)

Define
tasks,
roles

—

i

Operational
docs

.,

%

Task,
domain
feedback

pply domain expertise to support future task needs

)

Allocate
tasks
across
users,
system

%

4 )

Specify
info
exchanges,
workflow

_;/_\ _/

Automation
allocation
feedback

Info
exchanges

Cognitive
science

v

Apply cognitive science to support user abilities

Performance
tradeoffs

.

\ &

Design &
prototype
advanced

display
concepts

Solicit
user
feedback

User task &

display constraints

8 27 military and industry unmanned systems subject matter experts (SMEs)
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Feedback on
concepts, usage

\

Conduct
empirical
studies to

TET ] 413Y

impact,

inform design
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Summary and application \&

« Abstracted and defined future autonomous system
supervision tasks

« Descriptive and prescriptive allocation of tasks to humans
and automation
— Novel, systematic approach for involving SMEs in allocation decisions

« Developed organizing task-centered framework for future
decision support
— Design
— Assessment

 Stimulates design of new C2 metaphors

— Novel trend-based display metaphors for command and control of
autonomous systems (smaliman & Cook, 2013)

— Starting point and guidance for research and design community

23
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