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Problem 

• DoD future vision: role shift for 
human operator of autonomous 
systems (DoD, 2009) 

• How to achieve vision?  

• Challenges with autonomy 

• Problems with today’s single 
vehicle control systems, support 
tools, and human-machine 
interfaces (HMIs) 

• Need new decision support 

• Need principled basis for designing 
decision support tools, HMIs, and 
automation for future user 

future 

present 

mission-level 
goals, tasks, 
status 

Supervise and monitor autonomous 
platforms and agents through HMIs 

Make decisions about when and 
how to intervene 
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Assumptions for future 

• Dynamic, uncertain, unpredictable, 
degraded operating environments 

• Human role will evolve with sophistication 
and capabilities of automation 
– Larger span of control (eventually multiple 

vehicles, systems, missions) 

– Automation limitations (e.g., inherently 
brittle (Layton, Smith, & McCoy, 1994)) 

– User will supervise automation and 
situations, and intervene to correct when 
necessary 

 

future 
mission-level 
goals, tasks, 
status 

• Human always needed as decision maker and ultimate arbiter 

• Shift to supervisory decision making requires accompanying 
shift in decision support 
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Challenges for achieving DoD 
autonomous systems vision 

• Technology and human issues 
to overcome to support role 
shift of the human operator 

 

DoD Roadmap 
(investments and timeline) 

“It feels like 90% of our training 
involves developing and 

teaching work-arounds to get 
the system to do what we need” 

—Vehicle Pilot Trainer, discussing 
current systems/HMIs 

• Primary focus on technology advancement; unresolved 
user issues 
– Substantial manning requirements 

– ↑ human causal factors in UAS mishaps 
(Tvaryanas, Thompson, & Constable, 2006) 

– Under-utilized autonomy (OSD, 2012) 

– Inadequate support tools and human 
machine interfaces (HMIs) 

– Work-arounds to compensate 
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Support tools and HMIs lagging 
behind technology 

Representative Human 
Machine Interfaces (HMIs) 

Function and task complexity 
• Simple functions and tasks require 

memorization and training of complex, 

multi-step procedures 

• Training focused on compensating for HMI 

shortfalls detracts from teaching core 

objectives 

Inconsistencies in coding and 

meaning across HMIs and platforms 
• Cross-platform transfer minimized due to different 

HMIs and systems for different platforms 

• Inconsistent use of visual features (e.g., color) 

within and across systems 

Insufficient decision support (for 

assess and decide) 
• User burdened to find, mentally integrate, and 

transform data into decision -evel information 

• Uninformative and context-insensitive alerts 

Lack of automation support and 

transparency 
• Confusing and poorly conveyed mode 

hierarchy and authority 

• Limited insight into automation 

Inadequate attention management support 

(for monitor and detect) 
• Poor support for monitoring and comprehension of changes 

over time, and proactive monitoring 

• Forces serial, continuous, reactive monitoring stance 

• Users burdened to determine and focus on what is task-

relevant, and filter out the task-irrelevant 

• Problems seen today are similar to problems reported in 2004, 2006 
(Eaton, Kalita, & Nagy, 2006; Tvaryanas, Thompson, & Constable, 2006; Williams, 2004) 

• Need new approach! 
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Design and domain challenges 

• Situation and user population do not yet exist 
– Must evolve traditional methods of analyzing existing work, systems, and 

users  

• Human-automation interaction 
– “Double-edged sword” nature of automation (Bainbridge, 1983) 

• System development constraints 
– Technology-centric philosophy 

– Change averse, slow progress and improvements (Tvaryanas, 2012; Williams, 2004) 

• Increase in future span of control 
– More information to monitor, but same user cognitive abilities and user 

“bandwidth” 

– Minimal progress through prior attempts (MAC) 
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Design and domain challenges 

• Situation and user population do not yet exist 
– Define core tasks as basis for defining future user task needs  

• Human-automation interaction 
– Human-centered philosophy, principled method to allocate tasks to humans 

and autonomy 

• System development constraints 
– Task-centered to direct focus on users’ needs 

– Objective basis for selecting HMIs and tools 

• Increase in future span of control 

– Information presentation and interactions aligned with users’ 
cognitive abilities 
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Tailored User-Centered Design 
(UCD) process 

Define 
tasks, 
roles 

Allocate 
tasks 
across 
users, 
system 

Specify 
info 

exchanges, 
workflow 

Design & 
prototype 
advanced 

display 
concepts 

Solicit 
user 

feedback 

Conduct 
empirical 
studies to 
quantify 
impact, 

inform design 

Cognitive 
task 

analyses 

Apply domain expertise to support future task needs 

Apply cognitive science to support user abilities 

27 military and industry unmanned systems subject matter experts (SMEs) 

Operational 
docs 

Task, 
domain 

feedback 

Automation 
allocation 
feedback 

Info 
exchanges 

User task & 
display constraints 

Feedback on 
concepts, usage 

Cognitive 
science 

Human-
automation 
allocation 

“Monitoring” 
work domains 

Performance 
tradeoffs 

Cognitive 
challenges 
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Staged SME interview process 

Staged task analysis 
approach 
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Current 

Monitor Detect 

Assess Decide 

M
is
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Future 

Monitor Detect 

Define and validate core 

tasks 
1 

3 

Specify allocation of tasks 

to human and automation 

for current (“descriptive”) 

and future (“prescriptive”) 

practice 

Specify information 

exchange between 

humans and automation 

for subset of “detect” 

tasks 

2 
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SME participant characteristics 

27 military and civilian unmanned system domain experts experienced in: 

• Vehicle Control, Sensor Control, Mission Command 

• Range of unmanned vehicle platforms (DoD UAS Group 1-5) 

• Range of missions, from operational tests through theater operations 

Stage 1 

Stage 3 

Stage 2 
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Interactive interviews 

• Draft materials for 
SMEs to respond to 

• SMEs active 
participants in 
interviews 
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Stage 1: Defined core tasks in 
role-task matrix 

• Drafted role-task matrix for monitoring 
and problem intervention tasks  

• Leveraged from prior task analyses, 
operational docs and CONOPS (e.g., Cook & 

Smallman, 2010; Fleet Forces Command, 2008; Gugerty, 2004; Nehme, 
Crandall, & Cummings, 2007; OSD, 2012; Sibley & Coyne, 2012) 

• Tasks 

– Monitor (vehicles, environment, sensors, 
team, mission)  

– Detect anomalies or problems 

– Assess ability and need to fix problem 

– Decide on course of action 

• Roles 

– Configuration of users and automation 

• Align decision support efforts to task 
needs 

• Reviewed and refined with SME feedback 

Defined tasks 

Assess Decide Monitor Detect 
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Stage 1: Defined core tasks in 
role-task matrix 
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Stage 2: Specified task allocation 

• SMEs applied expertise 
about tasks, specifying 
how users and automation 
do/can work jointly to 
accomplish tasks 

– Novel procedure by 
adapting method used for 
system designers to allocate 
tasks (Parasuraman, Sheridan, 

& Wickens, 2000) 

– Objective basis  

– Rough guidelines to aid 
ratings 

– Present (descriptive) 

– Future (prescriptive) 

 

Defined 
tasks (Stage 
1 role-task 

matrix) 

Allocated 
tasks (Stage 
2 role-task 

matrix) 

Rating scale 
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Stage 2: Allocation process 

• User monitors vehicle health and status and is 
responsible for detecting all deviations or problems 
(1-Fully human)  

 

For 2 – 5, “detection” automation helps monitor the 
health and status of vehicles and:  

 

• notifies user of all deviations; user must review all 
notifications and decide which ones are critical and 
which to dismiss (2-Human delegated)  

• notifies user of subset of most critical deviations, for 
the user to review and approve or dismiss (similar to 
“management by consent”) (3-Human supervised)  

• decides on the subset of critical deviations; the user 
can dismiss notifications within a given time period 
(similar to “management by exception”) (4-Nearly 
autonomous) 

• decides on the subset of critical deviations; the user 
has no ability to review or dismiss notifications (5-
Fully autonomous)  

 

Rating scale 

Example task: “Detect ongoing or anticipated anomalies or problems with vehicles’ health and status” 
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Stage 2: Specified task allocation 

Emergent Patterns 

• Humans heavily involved in most current tasks (autonomy under-utilized) 

– Echoes recent Role of Autonomy in DoD Systems OSD report 

• SMEs envision future automation helping with “detect” and “assess” for vehicles, 
sensors, environment 

• Relatively more human involvement reserved for “decide” and mission commander 
tasks 
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Roadmap for future automation and 
support tools 

Use of matrix 
• Baseline vs. future 

• Initial step in design of joint human-autonomous system 
decision support 

– Automation 

– HMIs and support tools 

• Highlights opportunities and needs for automation 
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Stage 2: Specified task allocation 

Our design 
effort focus 



19 
© Pacific Science & Engineering 2013 

Stage 3: Characterized workflow and 
information exchanges 

Smallman & Cook, 2013 (HCII) 

Today’s support 
tools and HMIs 
induce reactivity, 
as users monitor 
real-time values, 
and respond to 
alerts.  

Future tools and HMIs 
should support proactivity 
and mission-level 
supervision. 

Tomorrow’s 

supervision 

(proactive) 

Today’s 

monitoring 

(reactive) 

Importance of proactivity, and 
decreasing effectiveness as problem 
intervention is delayed (Burns, 2006) 
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Stage 3: Defined information 
exchanges 

• For subset of detection tasks, defined information inputs and outputs for 
future problem/anomaly detection automation 

• Reviewed and refined with 8 SMEs 

• Systematic process for SMEs to indicate information availability and 
information detail needed to effectively supervise automation 

– ex: immediate access to general categories of problem types and severity 

– ex: on-demand access to precise values for ongoing and expected problem 
duration 

• HMI design concepts in forthcoming conference paper 
– Smallman, H.S., & Cook, M.B. (2013). Proactive supervisory decision support from 

trend-based monitoring of autonomous and automated systems: a tale of two 
domains. HCI International (HCII) 2013 Invited Paper, Las Vegas, NV, 21-26 July 
2013. 

– Novel trend-based display metaphors for command and control of autonomous 
systems 
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Lessons learned across domains 

Smallman, H.S., & Cook, M.B. (2013). Proactive supervisory decision support from trend-
based monitoring of autonomous and automated systems: a tale of two domains. HCI 
International (HCII) 2013 Invited Paper, Las Vegas, NV, 21-26 July 2013. 

Industrial process control Unmanned systems 
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Next steps 

Define 
tasks, 
roles 

Allocate 
tasks 
across 
users, 
system 

Specify 
info 

exchanges, 
workflow 

Design & 
prototype 
advanced 

display 
concepts 

Solicit 
user 

feedback 

Conduct 
empirical 
studies to 
quantify 
impact, 

inform design 

Cognitive 
task 

analyses 

Apply domain expertise to support future task needs 

Apply cognitive science to support user abilities 

27 military and industry unmanned systems subject matter experts (SMEs) 

Operational 
docs 

Task, 
domain 

feedback 

Automation 
allocation 
feedback 

Info 
exchanges 

User task & 
display constraints 

Feedback on 
concepts, usage 

Cognitive 
science 

Human-
automation 
allocation 

“Monitoring” 
work domains 

Performance 
tradeoffs 

Cognitive 
challenges 
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Summary and application 

• Abstracted and defined future autonomous system 
supervision tasks 

• Descriptive and prescriptive allocation of tasks to humans 
and automation 

– Novel, systematic approach for involving SMEs in allocation decisions 

• Developed organizing task-centered framework for future 
decision support 

– Design 

– Assessment 

• Stimulates design of new C2 metaphors  

– Novel trend-based display metaphors for command and control of 
autonomous systems (Smallman & Cook, 2013) 

– Starting point and guidance for research and design community 
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Questions? 
Thank you! 
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(858) 535-1661 
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