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What makes a system 

complex?  

Å # of decisions that have to be made regarding design  

Å Complexity of operational environment  

Å Degree of control (Centralized, decentralized, etc.)  

Å Complexity of objectives (#, inconsistency, etc.)  

Å Implications of design decisions less predictable  

Å Change at any level may have system -wide impacts  

Å Lateral influences stronger and more dominant than 
hierarchical relationships  

Å Risk dominated by system -level risk (rather than local 
risk)  

Å Small causes can have large effects  





Complexity vs. Complication  

Degree of Independence  

Å In a complicated system , various elements that make up the 
system maintain a degree of independence from one another.  
Removing one element does not fundamentally alter the systemõs 
behavior apart from that which directly resulted from the piece that 
was removed.  

Å Complexity  arises when the dependencies among the elements 
become important. Removing an element destroys system behavior 
to an extent that goes well beyond what is embodied in that element.  

 

Inherent Nature  

Å Complexity is a deep property of a system, whereas complication is 
not.  

 

Reducibility  

Å Complicated systems are reducible, whereas complex ones are not.  



Complex Systems Engineering  
ÅWhy is there a need for Complex Systems Engineering?  

Å TSE = Traditional Systems Engineering  

Å CSE = Complex Systems Engineering  

 
Traditional System  Complex System  

 

Hierarchical Relationships dominate 

lateral influences  

Lateral influences dominate 

hierarchical relationships  

Cause and effect are relatively obvious 

and direct  

Cause and effect are not obvious and 

direct; Small causes can have large 

effects  

The implications of design decisions 

are relatively predictable  

The implications of design decisions 

are much less predictable  

Risks are dominated by the local risks 

in achieving the contributing parts  

Risks are dominated by system risks, 

with unforeseen emergent properties  

 Influences on, and implications of, 

decisions tend to follow the local 

partitioning of the solution elements  

Influences on, and implications of, 

decisions are much more difficult to 

bound and to establish  



Emergence  
Å A classical systems principle  

Å Emergence holds that patterns and properties in a complex 

system will come about (emerge) through operation of the 

system  

Å These patterns and properties cannot be anticipated 

beforehand and are not capable of being deduced from 

understanding of system constituents or their individual 

properties  

 

 

 

 

- Potential advantage: higher -level functionality emerging from 

engineered elements comprising a complex system  

- Potential risk:  possible emerging behavior that is 

unpredictable and unexpected  

 

éalso known as the òlaw of unintended 

consequencesó 



Emergent Properties  

Emergent Properties in General:  

Å System -level properties exist only at the system level as it functions, being 

different from and existing beyond the constituent element properties  

Å System -level properties are not held by any of the isolated elements  

Å System -level properties are irreducible.  They simply cannot be understood, 

explained, or inferred from the structure or behavior of constituent elements or 

their local properties  

Å Understanding the cause -effect relationships can only be established through 

retrospective interpretation.  This renders traditional reduction -based analytic 

techniques incapable of useful predictions of emergent system -level behavior  

Å Emergent patterns are not adequately understood without the appreciation of the 

context within which the patterns exist  

 

Emergent Properties for Future BMC2:  

Å Enhanced situational awareness (due to optimized sensor resource management) 

is an emergent property.  As sensors are better allocated, the òpictureó or 

information will improve.  So it becomes a self -improving cycle of capabilities.  

Å Force -level capabilities, such as Integrated Fire Control (IFC)  

 

 



òéonly complex systems can perform 
complex tasksó [Braha , Minai , & Bar -Yam, 2006]  

Example:  BMC2 as a Complex 
System of Systems  



Future BMC2  
BMC2 is the command, control, and management of warfare 

assets.  
 

Depending on the operational need, BMC2 can range from a 

single unit (platform) using only local resources to many 

distributed units functioning collaboratively for the benefit 

of the group (or Force).  
 

The success of Joint combat operations depends on the 

individual capabilities of warfare resources (sensors, 

weapons, communications)  
 

Howeveré 

A significant leap in operational capability (force multiplier) 

will result from achieving a force -level warfighting 

paradigm  that optimizes the use of the resources for the 

needs of the force.  



Future Collaborative BMC2  

Shifting to a collaborative òbig pictureó system 

of systems arrangement for the BMC2 of the 

future  

ü This shift takes maximum advantage of the distributed 

warfare assets for the needs of the whole  

 

üExample:  collaborative BMC2 can select the best shooter 

(weapon system) from the Force of distributed firing units  



Future BMC2 Vision  

[1] Implement a System of Systems (SoS) architecture that 

distributes the òintelligenceó among the warfare units  

 

[2] Each warfare unit is a òsystemó within the SoS 

 

[3] Each system contains a common set of intelligent 

algorithms and processors  

 

[4] All data and information is shared among the systems  

 

[5] Each system within the SoS is empowered and 

equipped to operate as an intelligent agent ñto make 

warfare decisions from a force -level perspective  

Each system within the SoS is an intelligent agent    



Future Warfare SoS  
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Å The warfare resources are considered the òsystemsó; the SoS will be the 

collaborative utilization and employment of them for the good of the whole.  

Å Each warfighting unit implements an òintelligent nodeó with identical/ common 

processing  to perform BMC2 functionality.  

Å A òsystemó is defined as the intelligent node integrated with a unitõs warfare 

resources.  

Å The distributed systems interact (collaborate/communicate) by sharing information 

with all other systems over a network .   

Future Warfare System of Systems 

(SoS) 

System  

Intelligent  

Node  

Intelligent  

Node  

Intelligent  

Node  

Intelligent  

Node  

Intelligent  

Node  



The philosophy, simply stated, is that common processing algorithms 

provided with identical data & information input will produce identical 

picture, assessment, and decision results.  

Common Processing Philosophy  

Input to the 

Distributed SoS 
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Distributed  

System  

Each System processes 

input using common 

algorithms  
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Take the òCommon Processingó  Philosophy One Step Further:   

Equip each system with common decision -making and advanced data 

fusion algorithms, which when fed identical track pictures (or data sets), 

allows each to produce identical resource tasking recommendations.  

Doctrine, Rule -

sets, TTPs  

Common Processing for BMC2  

Situational Awareness  



Integrated Fire Control (IFC) refers to the participation and 

coordination of multiple non -collocated warfare assets in tactical 

engagements of enemy targets  

Å IFC is the ability to develop fire control solutions from information provided by 

remote sensors  

Å IFC expands the weaponõs effective kinematic range by removing dependency on 

range limits of the local sensors  

Å Future advances in aerospace warfare depend largely on IFC ð the collaborative use 

of distributed warfare assets for time -critical aerospace engagements.   

Emergent Capabilities (Payoffs)  

Payoffs of Future BMC2 Collaboration:  
Å Improved chance of interception (by selecting the optimal engagement geometry)  

Å Selection of the best shooter from the distributed warfare assets  

Å Expansion of the battle space to the effective kinematic ranges of the weapons  

Å Removes dependency on range limits of the organic/dedicated sensors  

Å Improved economy of weapon resources (by reducing redundant shots ) 

Å Faster reaction times (earlier launch decisions possible)  

Å Sharing engagement control ð forward pass  

Å Off-board engagement support for guidance relay and target illumination  

Å Enhanced defense against complex threat environments (sophisticated or 

significant numbers of aerospace targets) ð IFC may be a necessity for victory  



Exploring the 

Complexity of Future 

BMC2  



Definitions of Complexity  

 

Å Complexity in future BMC2 systems dependent on:  
ï # of participating warfare assets  

ï complexity of operational environment  

ï level of collaboration (& interoperability) achieved  

ï Achievement of a decentralized architecture to empower elements and avoid 
central control  

 

Å Sophisticated information processing inherent in future BMC2  
 

Å Adaptation achieved through predictive capabilities ñthreat 
prediction, dynamic planning, etc.  

 

 

 

First Definition of Complexity :  òéa system in which large 

networks of components with no central control and simple rules of 

operation give rise to complex collective behavior, sophisticated 

information processing, and adaptation via learning or evolution.ó 



  

 
 

Å Nontrivial emergent behavior is the central objective and payoff of 
creating a networked collaborative BMC2 system of systems  
 

Å Emergent behavior would include:  utilization of warfare resources 
at the force -level and shared situational awareness  
 

Å Self-organization refers to the ability of the components of a 
complex system to create organized behavior without an internal or 
external controller.  

 

Å Future warfare resources could self -organize given adaptable BMC2 
rules/procedures and the ability to self -form collaborative systems 
of systems  

 

 

 

Definitions of Complexity 
(cont.)  

Second Definition :  òéa system that exhibits nontrivial emergent 

and self -organizing behaviors.ó 


