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Summary 

 Research objectives 

– Develop methods for analysis of large scale relational 

(interdependent) data for “denied environments” 

 Example data analysis process 

 Solution overview 

– Joint collaborative inference process 

– Agent C2 organization 

 Example analysis results 
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Research Objectives 

 Denied environment: 

– No persistent surveillance; no “cloud”, data is noisy, analysis 

resources are distributed and unreliable 

 Implement large-scale data analysis supporting PCPAD 

process in a distributed and collaborative manner 

– Agents are assigned subsets of the PIR-based queries, analyze their 

own collected (or assigned) data, and collaborate during the search 

 Robust to communication and agent/resource failures 

 Current State of the Art

Data

New PCPAD’s Objectives

CMDR

Data

Analyst

Analyst

PIR PIR

response response

Agent System
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Applications 

 Robotics interactive 

cooperative control 

 

 

 

 Multi-sensor management 

 

 

 

 Any search involving data 

from multiple sources and 

modalities 
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 Convert PIR into EEI network 
– A PIR is an abstract statement (Fig. a) 

– EEIs are explicit req-s, such as “What are locations of weapons 

caches, material acquisition activities, and attacks conducted by 

hostile military groups in AOI?” 

Example of PCPAD process-1 
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 EEIs are interdependent 
– These dependencies complicate distribution of the data analysis 

 

 Example dependencies 
– Defined as part of queries 

– May require additional processing to extract from data 

– Can “cross” subsets of data 

Example of PCPAD process-2 

Explosive 
Traces @ 
facility X

Explosive 
Traces @ 
facility YSame material 

type

(a) Feature correlations

Crowd Police
Disperse

(b) Interactions

Water 
shortage

Increase in 
disease 

ratesCauses

(c) Influence
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 PIR response = EEI match in data 
– Fig. (d) describes an ideal outcome of PCPAD where only a single 

location of each activity is identified 

– Fig. (e) presents an example of approximate answer 

Example of PCPAD process-3 



© 2013 Aptima, Inc. 8 

 Query & data distributed among agents 

 Agents collaborate via communicated 

messages 

 Messages encode how one agent influences 

the other 

Desired Process 

Materials Cache Attacks 

“I believe Cache can 

be found @ X”   

“I believe Cache can 

be found @ Y”   

“I believe Cache can 

be found @ Z”   

“I believe Materials 

can be found @ A”   

“I believe Attack 

can be found @ B”   

Acquire Materials 

Weapons Cache 

Attacks 

A 

B 

X 

Y 

Z 

query (EEIs) 

data 

Elements of the query 

Agents • Messages are 

influence 

mechanisms 

• Can incorporate 

the trust into this 

framework by 

weighting the 

message impact 
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Solution Overview 

Specified EEIs:
• Weapons cache
• Materials
• Attacks

Requirements

EEI model network:

Collaboration

Sensor tasks:

Sensor Network

Beliefs:

Data

Matches:

Analysis results:

Management

C2 Organization & Roles:

• Aggregated Beliefs
• Lower-level samples

-command node

-execution node

 Search assets (agents) 
organized into C2 structure 
– Task assignment 

– Data assignment 

– Re-planning responsibilities 

– Communication requirements 

 

 Collaboration based on 
dependencies among 
assigned tasks 
– Based on belief propagation 

model 

– Conforming to agent 
interaction framework (FIPA) 
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 Step 1: Assignment. Initialize agents/sensor resources. Design 

C2 organization and assign EEIs (subqueries) to agents 

 Step 2: Observation. The agents obtain access to (or collect) the 

data 

 Step 3: Mismatch calculations. The agents compute the metric 

of mismatch between assigned EEIs & their dependencies and 

data nodes & links 

 Step 4: Local inference. The agents compute inferences in the 

form of marginal posterior probability of association between 

query (EEI) nodes and data nodes. Agents incorporate received 

messages in this process 

 Step 5: Collaboration. The agents compute the collaboration 

messages & send to other agents 

 Step 6: Joint inferences. Final results are generated based on 

posterior probabilities provided by the agents to their supervisor 

6-step Design Process 



© 2013 Aptima, Inc. 11 

 Influence each other 

– Over overlapping and neighboring data variables the agents have 

access  to 

Why Should Agents Communicate? 

data graph 
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Set of agents: Set of variables: Set of functions: 

Objective function: 

x1 

F1 x2 

F2 x3 

F3 

Factor graph and 

allocation to agents: 
Messages: 

x1 

F1 x2 

F2 

Questions: 

• What are our 

variables? 

• What are messages? 

• How to assign agents 

to variables? 

• How to enable efficient 

dynamic coordination? 

Belief Propagation Model (BPM) 
- a variant of DCOP (distributed coordination problem) 
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Model Details-1: Queries & Data 

Data 

Queries/Patterns 
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EEI network

Data network

matches

(a) Generating responses to PIRs by finding subgraphs in data matching EEI network (b) Variables of network matching

model data

m

Node mismatch:

Link mismatch:

Cknij

Cki

ik

mapping

j

j

Model Details-2: The Output 
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Node mismatch Link mismatch 
Computed by specific raw data processing algorithms 

Model Details-3: Objective Function 
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Centralized Solution-A 
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Centralized Solution-B 

(b) Factor graph(a) Pattern (query) network

1

(c) Subset of messages for original 
message passing formulation

    

2

3

4

5

1 2

3

4

5

(1,2)

(2,3)

(2,4)

(2,5)

1 2(1,2)

variable messages

factor messages
            

Variable nodes

Factor nodes
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Message Computations 
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Distributed Implementation 

 Can distribute to parallel processing system 

– Variable nodes = EEI inferences = assigned to analysis resource(s) 

– Factor nodes = EEI dependencies = assigned to resources with 

responsibility for “from” node 

 Explicitly encodes 

– Internal analysis: find matches to assigned EEIs 

– Collaboration messages: factor messages 

– Fusion of external messages and internal analysis via BP updates 

(a) Subset of messages for baseline 
distributed SLBP

1 2f(1,2)

factor messages
      

r(1,2)

Sensor 1 Sensor 2

      

(b) Subset of “forward” messages for extending 
distributed SLBP employing data decomposition

1

2

f(1,2)

Sensor 1

Sensor 3

1 f(1,2)

Sensor 2

              
    

  

              
    

  

  
 

  
 

  
 

r(1,2)
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C2 Design Model-1 

data network & its 
segmentation

data sourcesinterdependencies between 
segmented data

segmented datasensors

5

4

3

2

1

EEI network

Task-sensor 
assignment: 

Sensor-data 
assignment: 
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C2 Design Model-2 

sensor-task coordination 
requirements

same data coordination 
requirements

1

2

5 4

3

1

2

5 4

3

dependent data 
coordination requirements

1

2

5 4

3

final collaboration 
network

1

2

5 4

3

C2 network

2

1 4 5 3
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C2 Design Model-3 

 Need several variables to define C2 organization, including 

estimates of: 
– Error of the agent’s analytics 

– Computation workload 

– Communication workload 

 Any error estimations require “fast” estimate of value of 

data in relation to EEI in the query 

 Workload estimations require hypothesizing compressions 

that could be achieved 
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C2 Design Model-4 
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Variables: Analysis Error 
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Variables: Workload 
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Variables: Communication Load 
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Example of C2 Agent Dependencies 

 In general the agent-to-agent dependencies could be quite complex, 

and in the worst-case composed of a very large number of variables 

which are infeasible to communicate in contested environments 

 Objectives: balance workload, maximize search accuracy, make 

efficient communication 

data 
sources

aggregated data network & its 
segmentation (total # links = 37)

entity 
resolution

graph 
overlaps

data 
collected

agent-to-agent data dependencies

# links = 14 # links = 14

# links = 17
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 Java Messaging Service 

– Currently using Apache ActiveMQ - in-memory JMS provider 

Implementation-1 

(b) JMS functional components(a) Architecture



© 2013 Aptima, Inc. 29 

(b) Field/header properties(a) Message structure

Property Name type default value description

JMSDestination javax.jms.Destination set by the producer Destination used by the producer

JMSReplyTo javax.jms.Destination null user defined

JMSType String empty user defined

JMSDeliveryMode int
DeliveryMode.PERSI

STENT

indicator if messages should be 

persisted

JMSPriority int 4 value from 0-9

JMSMessageID String unique unique identifier for the message

JMSTimestamp long time message sent time in milliseconds

JMSCorrelationID String null user defined

JMSExpiration long 0
time in milliseconds to expire the 

message - 0 means never expire

JMSRedelivered boolean false
true if the message is being 

resent to the consumer

 Message structure: 

Implementation-2 

Message: The base class. This message type is used for event notification, and does not have a payload. 

BytesMessage:The payload is stored as an array of bytes. 

TextMessage: Data is stored as a string.  

StreamMessage: A Stream message is a sequence of primitive Java types.  

MapMessage: The payload of a MapMessage is stored as a set of name-value pairs. The 

name is defined as a string and the value is typed. The MapMessage is useful for delivering 

keyed data that can change from one message to the next. 

ObjectMessage: The Object message carries a serializable Object as its payload. It is useful 

for exchanging objects. 
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Implementation-3 
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 Compare: 

– Distributed vs centralized implementation 

– Analyze performance at different noise levels 

 

 Hypotheses: 

– Distributed implementation is close in accuracy to centralized 

solution  

– Distributed implementation enables linear reduction of processing 

time with increase of # of available agents 

– Distributed implementation can achieve higher solution and better 

load distribution in “heterogeneous” setting 

Experimental Design & Hypothesis 
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 100 Monte-Carlo runs for three configuration of data node 

and relation ambiguity:  

– nodes are ambiguous (nodes have the same attribute values) while 

links have uniformly generated attributes 

– both nodes and links have uniformly generated attributes 

– links are ambiguous (links have the same attribute values) while 

nodes have uniformly generated attributes, and  

 

Experimental Setup 

(a) Queries

(c) Ground Truth(b) Instances

+ irrelevant 
data cleaned

(d) Data

SCAAN

(e) Inferences

Compare

Performance Measures

+noise
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Results 

 Inference outcomes: 

 

 

 

 

 

 

 

 Computational time 

Nodes ambiguous Both varied Links ambiguous 

Increase in relational ambiguity 
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 Many data analysis models, ranging from complex database 

queries to knowledge retrieval, employ graphical algorithms to 

perform joint inference and reasoning 

 To achieve optimal scalability and accuracy, in “denied 

environments”, distributed data analysis solutions must 

incorporate collaborative data processing by a set of intelligent 

agents 

 Such distribution is challenging due to uncertainties in workload 

and performance estimation, causing potential bottlenecks in 

synchronous collaborative data analysis process 

 Our solution shows feasibility of decentralized data search 

 Current research is focused on scalability and accuracy 

improvements for distributed implementation 

– Compression of messages, indexing graph data, prioritization of 

information access by agents 

Conclusions & Future Research 
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