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Abstract

While fulfilling its research mandate, the Intelitce and Information Section at DRDC Valcartiecasstantly developing
computer-based tools to support the analysts imebin intelligence activities. These tools are dgved under different
research projects, for various customers in diveie®ains (e.g., improvised explosive devices anditimee situational
awareness), to address specific aspects (e.gethantic analysis of unstructured documents, thetiautomated reasoning
to infer anomalous behaviours, etc.). For a larggign, they are built on knowledge-based systeznhrtologies. However,
only providing stovepipe tools is not optimal; somigration is also required to create a synerggray them and facilitate
the work of the analysts. The Multi-Intelligencedl® Suite (MITS) has thus been created as a faderaf innovative,
composable and interoperable intelligence relatedst which are integrated and interleaved intoomarall, continuous
process flow relevant to the intelligence communitithe software system level, the backbone oMHES is an integration
platform built on open source Web services techyiel following service-oriented architecture (SQ#gsign principles.
The paper first reviews the main characteristicthefMITS. Then it discusses the central notiondarhain knowledge and
situational facts, describes the ingestion in th& $4of structured and unstructured data and infeionabriefly describes
the main modules of the MITS, provides an expl@tatexample highlighting some of its powerful anthavative
capabilities, and introduces the SOA platform anthéin-computer interaction components that constthg MITS.

1. Introduction

Intelligence refers to a special kind of knowledgeessary to accomplish a mission, i.e., the kirslrategic knowledge that
reveals critical threats and opportunities that jeaypardize or assure mission accomplishment [Wa@83]. Intelligence is
knowledge and foreknowledge of the world aroundtlis,prelude to decision and action. In this raghdnging world, the
expectations required of those in the intelligedsipline are high. The consumers of intelligeatleexpect accurate and
timely information about their areas of interest &reats to their security. The process that dedistrategic and operational
intelligence products is generally depicted in eyébrm [Waltz, 2003], with distinct constituentsrfobtaining, assembling
and evaluating information, converting it into iifigeence, and disseminating it [Mcintyre et al, 3P0The processing phase
of the intelligence cycle involves the collatiowa&iation, analysis, integration and assessmettieofjathered information.
The organized information base is processed ustimation and inferential (reasoning) techniqued tombine all-source
data in an attempt to answer the requestor's quasf\Waltz, 2003]. The data is analyzed (brokeo icdmponents and
studied) and solutions are synthesized (construobead the accumulating evidence).

A key aspect of the research activities conductethb Intelligence and Information (1&l) Section@éfence R&D Canada
— Valcartier (DRDC Valcartier) has to do with thevdlopment of computer-based tools to support theradors/analysts
involved in the activities of the intelligence cgclA number of individual tools have been developeder different research
projects, for various customers in diverse doméing., the domain of countering improvised explesilevices (IEDs), the
maritime situation awareness domain etc.). Eachaddresses a specific aspect, such as the semaaatigsis and automated
annotation of unstructured documents, or the usellefbased automated reasoning for the generafiaferts to draw the
attention of the operators/analysts on some anamdlehaviour of some actors in a monitored sitnafdew tools are also
continuously being developed.

From an operational perspective, only providingivighal, specific, stovepipe tools is often not timest optimal way to
proceed. Some tool integration is also requiredréate a synergy among them and to facilitate thkwf the intelligence

operators/analysts. In this regard, the 1& SecabRDC Valcartier has created the Multi-Intellige Tools Suite (MITS).
The MITS is a federation of innovative, composadfel interoperable intelligence related tools, whacé integrated and
interleaved into an overall, continuous procesw ftelevant to the intelligence community. It is Womentioning that given
the intrinsic nature of the intelligence domainiaties, and that of the related research actisitid the 1& Section in

knowledge and information management and exploitatKIME), most of the tools in the MITS involve éwledge-based
system and semantic Web technologies.

This paper discusses the MITS from different perpes, presenting it as a key component suppontesgarch and
development in information and knowledge exploitatin the intelligence domain. The paper is orgaahias follows.
Section 2 first reviews the main characteristicstt@# MITS. Then Section 3 discusses the centrabmnetof domain



knowledge and situational facts. The ingestiorhen MITS of structured and unstructured data angrinétion is discussed
in Section 4. The main modules of the MITS are flyrielescribed in Section 5, while Section 6 progde detailed
exploitation example highlighting some of its pofutrand innovative capabilities. Section 7 introdsiche SOA platform
and human-computer interaction components thatttiegeconstitutes the MITS, and Section 8 finallyoypdes some
concluding remarks.

2. Key Characteristics of the MITS

This section reviews the high-level characteristitthe MITS, which were initially identified anghacified even before the
first implementation of the MITS. To a certain degyrthese characteristics could be consideredghsldéwvel requirements
for the MITS.

2.1 Multi-Int Analysis

The primary focus of the research mandate of theSé&ction at DRDC Valcartier is “Multi-Int AnalysSiswhich can be
defined as “maximising the use of multiple sourcésformation to make better intelligence produatel outcomes”. As a
result, the numerous computer-based support tamigldped through the various R&D activities of i8¢ Section are,
more than often, of a “multi-int” nature from thiag. An important requirement for the MITS is thosenable the ingestion
of intelligence products generated by sources togethe wide variety of the “INT” spectrum (IMINTHUMINT,
COMINT, ELINT, SIGINT, OSINT, MASINT, etc.). Herehe notion of “intelligence products” is importafithere is no
requirement for the MITS to be able to ingest raatadand to perform “low-level” processing, suchiraage processing or
signal processing for example. It is rather expgdtat some pre-processing will be achieved someavbkse to generate
intelligence products prior to their importatioridrthe MITS. This being said, an important aspédhe MITS has to do
with the ingestion and processing of unstructueadl documents, some of which can be consideredeasdata”.

2.2 Tool Suite: One-Stop Shop for the Tools

The MITS constitutes a “one-stop shop” for the ntoue computer-based support tools developed bigth8ection. From
the intelligence analyst point of view, it is adtegeous to easily have access to all available iod centralized location as
they become required for the analysis problem efdhy. Otherwise, it could quickly become cumbesrsdon an analyst to
have to localize the individual tools first, potatly on different systems, and then to invoke thend transfer data and
information between them.

2.3 Tool Synergy

Another main goal of organizing and providing thel$ as a suite is to generate some synergy anheng, for the benefit of
the analysts. Initially, each tool is typically died, design and developed in isolation, to addsease specific aspects of the
intelligence process cycle that have been cledewtified as important by the intelligence commynih general, it is thus
optimized to tackle these aspects and, when evagytipes as expected, it is in itself consideradlaable asset for the
analysts. However, it is also highly valuable talele the mutually advantageous conjunction or cdififity of the distinct
intelligence analysis elements offered by theséuartools. The targeted « cliché » is that theooubf the integrated suite
is greater than that of the sum of the standaltmeepipe tools taken individually.

2.4 Ease of Exploitation

A major requirement for the MITS is certainly to keathe exploitation of all these available toolsyefor the analysts. In

this regard, an important benefit of having theldamrganized as an integrated suite is that iifates the transfer of data,
information and knowledge « products » from ond todhe other. The concept of the MITS enablessthemless pipelining

of the individual tools to achieve more global daifies. Also related to the ease of exploitatisnthat the potential

contribution of any given tool to information anchdwledge exploitation in the intelligence domain stnibe easy to

understand and must be made known to the analyséstools must be easy to access and configureoiigmization of the

tools into meaningful categories must help the ysialto quickly find the tool(s) that they reallged, at the moment they
really need it.

2.5 Uniformity of Exploitation

Providing some uniformity in the exploitation ofetlools is another key aspect to achieving efficyein the support to the
analysts, and it is a targeted characteristic t&grated environments such as the MITS. The orgéioiz in the MITS of the
situational and application domain knowledge malaitgd by the analysts contributes to the homoggritexploitation.
The ontologies used to model the different appbcatiomains of interest and the situational fadeegated and managed
during the analysis process have been centralinddr@ade accessible to all of the tools of the sihiseé manipulate them.
This is also reflected in the graphical user irteef (GUI) of the MITS for which various icons andntan-computer
interaction (HCI) mechanisms have been carefullgc8ed and used to standardize the main itemshefknowledge
framework that are common to most of the toolshefguite. In addition to simplifying the configuoat and execution of the
system, the GUI facilitates the exchange of dafarimation and knowledge between the tools.



2.6 An R&D Integration Environment

Right from the start, it was decided that the MM&uld be an R&D environment, not an operationalimment. That is,

the MITS exists to support and integrate reseanthdevelopment in the intelligence domain, not ¢odeployed as is in
some operational environment. The MITS is usedfoge innovative, advanced concepts, and to etalaad demonstrate
the potential value of these concepts. If somedgulggets” are found along the way using the MIT8nd) the research
activities, then they become candidates for traorsinto the field using other platforms targeted éperational use. It may
happen that some components of the MITS coulddresitioned and reused almost as is in the operdtemvironment, but
this should not be the main goal pursued with th& 3/tself.

2.6.1 Unconstrained Environment

Very often when developing a system for the openali environment, technological constraints arigemf various
perspectives, and they are usually quite diffetbah those dictated by research objectives. Thigyred the operational
world is such that some technology may be imposetti¢ developers because of legacy systems alieatg field (e.g., it
would be too costly to remove a component or ewsst modify its implementation), because of safetysecurity
considerations, because of political reasons (¢hg.,government has issued a politic that favowiven sector of the
industry), or because of many others quite legittmr@asons. This reality can quickly become a asrlomitation on the
space of scientific and technological possibilitteat must be considered when conducting reseactiitees. From a
research perspective, there are often technolegieth exploring that are, at the time of their exglion, incompatible with
the operational environment. In this regard, thél®llis seen and developed as an environment wheracikntists and
developers have no constraint on the technolobescein be used and explored.

2.6.2 Reusability and I ncremental Devel opment

Incremental S&T knowledge acquisition, discoveryl @neation are inherent to the research procespiral development
approach is often adopted in the conduct of rebearjects and to deliver research programs. thius very important that
scientists and developers work on a platform thapsrts the incremental development of componéis. this is directly
linked to the notion of reusability, amet having to start from scratch every timés also quite important while developing
new ideas in a framework with severe budget linot&t. Hence, reusability and incremental develogmeere two
additional key elements justifying the MITS envinoant.

2.6.3 Integrated Validation

Exhaustive testing and evaluation of the intellgersupport tools developed is typically achievednialtiple steps.

Certainly, any new component must first be tested a&tandalone piece, in some « unitary test shézk if it works as

expected. However, it is also essential to testvatidate any new tool in the context of the otbemponents of the overall
system to cover some critical aspects that mayibsetl in unitary testing.

First of all, testing a tool in isolation may rerpithe creation of some specific stimulation conguurio feed this tool (e.g.,
the creation of an appropriate dataset). In tune, level of realism of this stimulation componenisinbe sufficient to

support a credible evaluation. Unfortunately, theel of realism required to really evaluate a towaly be hard to achieve
(e.g., too costly, sometime even more costly thet of the new tool being developed) if testingpmy considered as a
separate, standalone activity. In an integratedremment like the MITS, the high-quality componeaiseady developed
and validated by « the others » may be used toigeorealistic stimulation for the new componentnigeintroduced and

tested. Aspects that are considered « peripher@ala given tool are potentially covered by the otbemponents of the

system because they are considered as « centsgesta from the perspective of these other compgsnklence, one has to
care less about such peripheral aspects, whicthanetaken in charge by others. Ultimately, alltsyscomponents become
high quality elements. Overall, this contributesrémlucing the requirements on high-fidelity simidag that otherwise

would have been necessary to test a particular tool

Secondly, it is also necessary to evaluate thewetnaof the overall set of components when thagriact with each others
to achieve the objectives of the analyst. In paldic it is important to focus at the impact of thew component being
introduced. One must not only check that the neal delivers the products of interest, but also thabesn’t generate any
undesirable side effects once integrated.

2.7 Knowledge-Based Systems Technologies

A knowledge-based system (KBS) is a computer sysbatrepresents and uses knowledge to carry taskd Stefik, 1995].

An expert system is an intelligent computer progthat uses knowledge and inference proceduredue pooblems that are
difficult enough to require significant human exjs for their solution. As the applications foretibechnology have
broadened, the more general term knowledge-bastdmyhas become preferred by some people overtesystem because
it focuses attention on the knowledge that theesgystcarry, rather than on the question of whetherob such knowledge
constitutes expertise.



For a large portion, the intelligence processiragof the MITS have been built on KBS technologidse selection of these
technologies has been motivated by a number af itlieinsic characteristics, the main one being giracessing is separated
from the problem-solving knowledge in knowledgedzhsystems. This characteristic allows: 1) to regméknowledge in a
more natural fashion, 2) the focus to be on capguand organizing problem-solving knowledge, 3)nges to be made to
the knowledge base without side effects on prograde, 4) the same control and interface softwateetased in a variety
of systems, in different domains, and 5) to experitrwith alternative control software for the saknewledge base. As a
result of the attributes mentioned above, the msiog components of a KBS are typically genérie., the processing is
intrinsically « agnostic »; it's the a priori knosdge of a particular domain that makes the proegsspecific), developed
“only once” (or more precisely, the exact same componentdearsed/reused in different application domainfiovit any
modifications being required), and developed byéos” (i.e., they are developed, tested, debuggedbgtothers and then
made available from open sources or commercially).

The benefits and issues related to the use of ladye-based systems technologies in the contexituattion analysis
support systems (SASSs) have already been discassexgth in [Roy, 2006], [Roy, 2007-A] and [R&®007-B]. The key
related aspects of knowledge representation cosc@aradigms and techniques, and reasoning prasesethods and
systems, and knowledge and ontological enginedéaigniques for use in developing knowledge-basefSAwere further
investigated in [Roy, Auger, 2008-A], [Roy, Aug2008-B] and [Roy, Auger, 2008-C] respectively.

In the context of the MITS, the use of KBS techigids has allowed the scientists at DRDC Valcattefirst develop a
single, unique system, and then to exploit it urdiferent research projects, for various custoneidiverse domains (e.g.,
improvised explosive devices and maritime situali@wareness).

3. The MITS as a Knowledge-Based System

As discussed avove, given the intrinsic naturehefintelligence domain activities, and that of teklted research activities
of the 1&l Section in knowledge and information nagement and exploitation (KIME), most of the tooisthe MITS
involve knowledge-based system and semantic Wdintdogies.

3.1 Knowledge Representation

One cannot put the world in a computer, so alloeag) mechanisms must operate on representaticfastst rather than on
the facts themselves [Russell, Norvig, 1995]. Th¢eat of knowledge representation (KR) is to exprkaowledge in

computer-tractable form, such that it can be exptbiRussell, Norvig, 1995]. KR and reasoning is #rea of artificial

intelligence (Al) concerned with how knowledge danrepresented symbolically and manipulated inwdaraated way by
reasoning programs [Brachman, Levesque, 2004].d6Rarch studies the problem of finding a languagehich to encode
the knowledge so that the machine can use it [@irggb1993]. It should support the tasks of acqgirand retrieving

knowledge, as well as subsequent reasoning [Tudramson, 1998].

One may have the impression that a knowledge eagimest find a single best representation and stith it. However, it
is not necessary to select and use only one repetgm in a knowledge system [Stefik, 1995]. Atfiyano single
knowledge representation method is ideally suitgddelf for all tasks [Turban, Aronson, 1998]. Anportant alternative is
the use of multiple representations. A variety nbwledge representation paradigms, schemes andidqeels have been
devised in the Al community over the years [RoyQ&)0 These includes lists and outlines, decisidotets decision trees,
state and problem spaces, production rules, ohjédibute-value triples, semantic networks, schaméiames, scripts,
logics, etc.

To support the activities of the analyst in theslijence domain, the MITS allows for the manipaatof a number of
knowledge representation building blocks: ontolsgiacts, inference rules, text-based templates, 3dme of these are
further discussed next.

3.1.1 Ontologies

During the last decade or so, increasing atterti@been focused on ontologies and ontologicaheeging [Gémez-Pérez
et al, 2004]. The word ontology was taken from &uolphy, where it broadly means a systematic exptanaf being.
Ontologies have become relevant for the knowledggneering community, and many definitions of theravhave been
proposed by a variety of authors. Among thesed#imition proposed by [Struder et al, 1998] basedhe work of [Gruber,
1993] seems appropriate for the development of kedge-based SASSs: “An ontology is a formal, expsipecification of
a shared conceptualization.” Within the MITS, arobwgy is a formal representation of a set of c@teavithin a domain,
and of the relationships between those concepis. used to define a domain and to reason aboupitbeerties of this
domain.

3.1.2 Facts and Atom Definitions

In natural languages, a conventional unit of exgiogsis the sentence [Stefik, 1995]. In knowledgeresentation, the term
sentencds used as a technical term, which is relatech® gentences of English and other natural langudggss not



identical [Russell, Norvig, 1995]. Sentences inidogre intended to tell us things about the wofkingberg, 1993]. In this
context, each individual representation of facteustthe world is called a sentence, and basic seeseare called atoms
[Russell, Norvig, 1995]. Based on these simple epts; the notions of a « fact » and an « atom iefin» have been
adopted as key knowledge representation paradigmhdé MITS.

By definition [Merriam-Webster, 2003], a fact isnsething that has actual existence or an actualromeee; it is a piece of
information presented as having objective reallf§thin the MITS, a fact is a pragmatic truth, atstaent that can, at least in
theory, be checked and confirmed. The left-hand sidFig. 1 provides an example of a simple faxpressed in a natural
language (English), in a formal language that isevguitable for manipulation in a computer programd also using the
concept of an atom, as is used in the MITS.

« Ship X is in proximity of infrastructure Y » A Ao defintion name |
Factin )
Natural Language B. Argurnent 1 | C. Argument 2 [

In Proximity (Ship X, Infrastructure Y)

Factin

v 4
Member of I person Mmlﬂ group name & Yesqb
Formal Language / 4

Atom Definition : / | g l
L. . can be used to D. Argument label E. Argument type
In Proximity (Ship Name, Infrastructure Name) create a fact
Atom Definition \
(Fact Structure Template) Member of (Bin Laden,Al-Qaeda)

Figure 1. A fact (expressed in different langudgesl an atom definition [DMR, 2010]

Within the MITS, as shown on the right-hand sidé-igf. 1, an atom definition specifies the structofa fact (i.e., a factis a
structured assertion based on the atom definitibimg. atom definition is actually the base structfrany fact used in MITS.
It's a formal template defining which pieces arguieed to form a fact. It is defined by a name arit of arguments with a
precise type and order. For example, if one needsanipulate facts in the MITS asserting the mestiiprof a person to a
group, one must first create an atom definitiort thi#l support this requirement, like the one shawrrig. 1.

Each atom definition has a name (A) to represeatféict, and argument definitions (B and C) thateeent the kind of

pieces that needs to be defined to form the famt.ekample, a membership fact (Fig. 1) can't eishe only has a person
or if one only has a group. Both pieces are requioebuild a membership fact. The atom definititsoadefines the precise
order of the pieces. Each argument has a labeb(id)a type (E). The argument label is used torgjatsh the different

pieces required, and the argument type is useéstoigt the value that can be set for this argumEmére are two argument
types available for argument definition: 1) instartype argument (refers to an instance type of @vledge domain’s

ontology, or any child entity), and 2) literal argent (refers to any other non-ontology entity valuawever, for this type of
argument definition, one must specify the valuestgong the available literal types: text, Bool@ame or false), integer,

decimal number, date, date range, area, and ditaAtom definitions are used in inference rulest-based templates for
fact extraction, and many other components of thiéSvthat manipulate facts.

3.1.3 Built-1n Definitions

A built-in definition has the same structure asatam definition. It is composed of the same eleméatgument definitions
and so on). However, the nature and purpose oflaitvaefinition is different. First, built-in défitions can only be used in
the premises of inference rules to perform argunvahie validations. No fact instance can be gerdrdlirectly from a
built-in definition. In contrast with atom defindtns used in inference rule premises and that digated by trying to match
them against existing facts in the fact knowledgseh built-in definitions are validated more likevaoking a function.
Furthermore, since a function is required in ortbeiperform the validation of the built-in definitip the system is pre-
initialized with a predefined set of built-in defions. They cannot be edited and deleted, arglribt possible for the user to
add a new built-in definition.

Built-in definitions are evaluated at runtime arwrbt require to have a fact defined for each eirtargument to be able to
evaluate their equation. This avoids creating wihgseless facts to do simple comparisons. Thesntivuilt-in definitions
are: after/beforgtakes two date arguments and verifies if thet fitste is chronologically after/before the secordey
collect (takes one atom element, and two integer constrairguments. It counts the number of facts respethe atom
definition. The integer arguments are optionalytheake it possible to define constraints for thartoralue to establish the
premise as valid. One can set 0, 1 or 2 integarraegts. Operators are also considered. For exaifnpie sets 1 integer
argument having a value of 5 with an operator tipeater than”, then the premise will only be vdfithere are more than
5 atoms with the specified definition. If one addsecond argument with a value of 10 with an opergpe “Less Than”,
then the premise will only be valid if there aravibeen 5 and 10 atoms with the specified definitiam}ludeDatetakes one
date range argument and one date argument aniesefithe date is contained in the date rangejudeDateRangéakes
two date range arguments and verifies if the sedaid range is contained in the first date ranipéyea (takes two area




arguments and verifies if the second area is coathivithin the first areaoverlap (takes two date range arguments
validates if the two dates ranges overlap).

3.1.4 Inference Rules

Inference rules are used by thetomated reasoni engine to infer new fact#\n inference rule defines which pattern
facts will generate new factSuch a pattern of facts can be seen as donpecific knowledge (typically obtain from
domain expert) specifying which facts should bewed based on the existence of other f For example, one may wa
to automatically create a fact « Driving infractionreferring to a person if one alreadas the facts « License expir
(person name) » andGurrently driving (person narr ».

Each inference rule is composed of premises (aolisaitom definitions and/or bu-in definitions with constraints ¢
arguments values) and conclusions (a list om definitions defining which facts to generate,hwialues to be set for ea
argument). Figure 2 shows the inference rule e

Inference Rule Editor

A Premises operator toolbar |
l-{qp;*l Leader rule |Status I active | v hriuueretl Countlﬁ_lq—{ D. Inferred fact count

Premises| E.Rule Premises ‘( C. Inference rule status
hMember o1 ( terorist g Fersan name 1 , 9ous Group H ) AND 0Organized terrorist ewand ( == [yl [ref: 1] - event Aal Text . ewent date {7 Date Time )

melllsinnsl F. Rule Conclusions I

Terroristleadel(—, [ref: 1] . [ref: 2] )
=

| G. Save button |7.-| Save

Figure 2. Inference rule edi [DMR, 2010]

One must type in a name for the inference rule and set the inference rule status é8)« Active »to make the rule usable
by the inference enginepr « Disabled >(to prevent the inference engine usithgs rule until the status is set back
«Active»).The triggered count field (D) contains the numbieinterred facts directly created using the rulbisTfield is not
editable;it is automatically incremented whenever a newrneié fact is created using this specific r One must set at least
one premise in the rule premises list (E), whigtresents a list of fact conditions that need téooed in the fact knovedge
base in order to trigger the ruded generate i conclusion.To perform this action, one must drag an atom defim (or a
built-in definition) from the knowledge engineering tamtband drop it in the premises list. A premise vathpty argument
will be automatically created. For each argumernhefcreated premise, one has three che

1. Leave the argument empfhhis meas that no restriction will be set on the valueto$ argumen

2. Define an argument value (instance, instance tiyystance type pattern or literal val: This allows restricting the
facts that the inference engine will try to matcithwhe premise tonly those who have the same argument v
Moreover, for a literal argument, one can seacomparison operator that will be used for the retin.

3. Use a reference to another argumi+:) in the premises as a dynamic value constrainis allows comparing fac
argument values to further filter the premise fi To do this, one must drag any compatible argumangiufnent o
the same typeand in the same ontology «tree in thecase of an ontology entity) from the premises #ral
preceding the target argument, and then drop thertarget argument. This will add a small refeeenamber nex
to the dragged argument and an argument refereitickencreated on the target argument with the seaference
number. This allows quicklyiewing which argument is referenced. Moreover, wbee moves the mouse cur.
over the argument reference, the referenced argumaighlighted at the same tir

Built-in definitions can also be draggedthe premises list of a ri, whichallow performing more advanced validations
the argument values. For exampialidatinc if two literal arguments of type date range oveslean be achieveby adding
to the premises list the buil-definition « overlap : One must define an operatoetween each inference rule premise
dragging the appropriate operator from the premigesator toolbar and dropping it in the premissts Parenthesis can be
addedto force the evaluation order. This allospecifying a more complex validation patterheT'NOT” operata can also
be used, which either negate a birleondition, or make sure no fact is matching dade premise ator

To complete the rule, one must add at least onelgsion representing the fact that will be genetafethe prenises
restrictions are met. To perform this action, ongstdrag an atom definition from the knowledge eagring toolbar in th



rule conclusions list (F). Built-in definitions camt be used in the conclusions list. For each emimh added to the
conclusions list, one must define the argumenteslue., 1) predefine an argument vabyedragging an instance, instance
type, instance type pattern or literal argumeninfriie argument value toolbar on a compatible argiiroéa conclusion;
every inferred fact created using this rule wikthhave the same argument value, or 2) use a fralwea premise argument
by dragging an argument from the premises and dinggpon a compatible conclusion argument; themericed value of the
dragged argument will be automatically assignetthéoinferred fact corresponding to the conclusi@ument reference.

The analyst may organize the inference rules in®ar multiple inference rules sets, which are aggtions of one or more
inference rules that have a common purpose or doofapplication.

3.1.5 Text-Based Templates for Automated Fact Extraction from Unstructured Text Documents

Text-based templates are used by the text progeesadule of the MITS to find precise series of vl unstructured text
documents (Word, PDF, etc.) and to extract spefafits from them. They are composed of text-batadents that needs to
be matched against text contents, and a list oflasions defining which fact(s) to generate whea plattern is matched.
Each conclusion also specifies which values wilsbein the generated facts arguments. As an exampé could create a
text-based template stating that whenever « a perame followed by any membership expressisimgember gfis part of
etc.) followed by a group name » is found in a @xtument, the system must generate a fact baséwkeatom definition
«Member o$ having the person name found in the text asiteedrgument, and the group name found in the @asxthe
second argument. Figure 3 shows a different exaofpdetext-based template for fact extraction.

Constraints

E @ =m— Text Token Constraint Toolbar

[ ‘ {0 Ferson name ] , [ A was \ A seen . Ain ] , [ ﬁﬁ\fghanistan ¥ ] ]

Conclusions

@ "1 —] Argument Value Toolbar

Has been seen al {@- group1 "{ wAafghanistan - 'y _51. == Z002/11/05 )+ asdi {@- groups )

Figure 3. Example of a text-based template for éatraction [DMR, 2010]

One must set the text-based pattern that has toupel in a text document in order to trigger th&r@otion and generate the
fact(s) defined in the text-based template conohssi This pattern is called the text-based temptatestraintsWhen a
document is processed, the text processing modgkeeiktracts the text from the document and th@iissthis text into
multiple parts composed of one or many words withe sentenceeach part is namedtaxt tokenThe same word may be
used in more than one token. The main types ofcspga which the text is split are: 1) ontology igntoccurrence
(representing any ontology entity textually foundthe text, 2) lexical function of words (represegta lexical category
function of a word or a group of word), and 3) walitting (every word will also be split for stgrmatching). The editor
allows one to build complex pattern constraintsusyng groups and operators. After defining the appate text-based
constraints, one must define the fact(s) thatlvéllcreated when the constraints are detected acw@ntkent by dragging in the
list of conclusions the atom definition(s) corresgimg to the fact(s) to create. The analyst mayaoize the text-based
templates into one or multiple template sets, wiaighaggregations of one or more text-based teagpthtit have a common
purpose or domain of application. Details regardinotpmated fact extraction from unstructured t@duwmhents can be found
in [Auger, 2009].

3.2 Domain Knowledge (A Priori / Reference/ « Static »)

The techniques being developed for informationdnsind situation analysis are becoming increasinglye sophisticated,
particularly through the incorporation of « intg#int » processes at a very high level of abstradioy, 2006]. Until the
mid-sixties, a major quest of artificial intelligem was to produce intelligent systems that religde lon domain knowledge
and more on powerful methods of reasoning [Gian@tRiley, 1998]. By the early 1970's, it had beeoapparent that
domain knowledge was the key to building machirabfem solvers that could function at the level oftan experts. It is
well established now that the first step in solviagy problem is defining the problem area or domairbe solved
[Giarratano, Riley, 1998].

Along this line of thoughts, a fundamental compdrarinformation fusion and situation analysis teicjues and methods is
a database (or databases) containing a priori dok@wledge that lists such things as expectedcthjdehaviours of
objects, and relationships between objects [Bourgdgt, 2001]. A situation analysis support syssdmould analyze and



combine observations of the current situation witthie context of this a priori domain knowledgeeTéxpression “a priori
knowledge” here actually includes static (or slowhanging) knowledge/information/data (KID) to soppthe (or required
by) various information fusion and situation anadygrocesses. It refers to different aspects thathe used by situation
analysis modules. [Boury-Brisset, 2001] discuss=garch activities to extend the traditional anaveational concept of a
support database for information fusion and situatinalysis to the one of a knowledge managemehegploitation server
product. She described the functional architectoiresuch a server that makes use of ontologies atdrdgeneous
knowledge sources, and also reviewed some engmgaspects for its construction.

3.2.1 Domain Environment Knowledge

In the context of the discussion above, doain» is a body of knowledge [Stefik, 1995]. In knodde representation, a
«domainy is a section of the world [Russell, Norvig, 1998jithin the MITS, a knowledge domain is valid kredge used
to refer to an area of human endeavour, an autonsrsomputer activity, or another specialized digoip It can be
represented by one or a set of ontologies. Figugieotvs some examples of domain knowledge ontolagigently available
in the MITS.
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v @ Terrorism
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» {ij Person name

» ) Tactic

¥ i Target
@ Achille Lauro
&p Administrator

Figure 4. Knowledge domains ontologies in the M[DMR, 2010]

Many components of the MITS are related to thesmalo ontologies (atom definitions, text-based teatgd, inference
rules, etc.). Instance types and instances arédti& materialization of classes and individualstlie OWL formalism.
Within the MITS, an instance type pattern is antgmepresenting multiple instances by definingldl text pattern.

3.2.2 Domain Expert Knowledge (Know-How)

Expertise is a specialized type of knowledge thdtiown only to a few [Giarratano, Riley, 1998]isiinot commonly found
in public sources such as books and papers. Inste@értise is the extensive, task-specific andigigknowledge of the

expert that is acquired from training, reading, @xgerience, and that must be extracted and mapleciexso it can be

encoded in an expert system. An expert is a pasunhas (or is recognized by peers as having) &gpdn a certain area.
One actually talks about degrees or levels of diggerln general, the term expert connotes botltiafization in narrow

problem-solving areas or tasks and substantial etemge [Stefik, 1995], [Turban, Aronson, 1998]. é&xpert can solve
problems that most people cannot solve, or caresblem more efficiently (but not as cheaply) [Gagano, Riley, 1998].

An expert's knowledge is specific to one problemmdim, as opposed to knowledge about general prebtdning
techniques. Expertise in one problem domain dod¢santbmatically carry over to another. Expert syseare generally
designed to be experts in one problem domain. Algtuastricting the problem domain is typically gessary to produce
useful solutions.

While conducting the research activities of the Bdction at Valcartier, problem-solving know-howfirst acquired from
domain experts through interviews and other knogéedcquisition methods, and then represented @rdea) within the
MITS asa priori/reference/« static sntologies, inference rules, text-based templfatetact extraction, etc.

3.2.3 Knowledge Base and Domain Knowledge « Cartridge »

A knowledge base (KB) is the organized repositary the collection of knowledge related to a domaird used for

understanding, formulating, and solving problems iknowledge-based system [Stefik, 1995]. The balgiments that are
usually included in the KB are [Turban, Aronson98&pP 1) facts, such as the theory of the probleeaa?) special heuristics,
rules and hints that direct the use of knowledgediwe specific problems in a particular domaind &) global strategies,
which can be both heuristics and a part of therthebthe problem area. Once a KB is built, Al teifues are used to give
the computer an inference capability based ondbtsfand relationships contained in the KB. Thathis KB contains data
structures that can be manipulated by an infereystem that uses search and pattern matching tpemion the KB to
answer questions, draw conclusions, or otherwiséope an intelligent function. With a KB and theilily to draw



inferences from it, the computer can be put to firacuse as a problem solver and/or decision &sgisBy searching the
KB for relevant facts and relationships, the computan reach one or more alternative solutionfi¢ogiven problem, in
support to the analysts. The KB can be organizedeweral different configurations to facilitate tfasferencing (or
reasoning) from the knowledge [Turban, Aronson,899

Within the MITS, each knowledge domain is impleneghusing a set of knowledge domain descriptorsuat, the

concept of using domain knowledge cartridgeshas been developed and implemented in ordarpgpost various analysis
needs. A knowledge cartridge contains all necesssgurces to describe and formalize a knowledgeadto for use in the
MITS system: ontologies and taxonomies, local gramsm(pattern matching rules), inference/alertingpgutext-based
templates and fact generators, sources charadterizaor example, the MITS supports improvised lesive devices
(IEDs) threat assessment tasks by the automatibitagn of an IED ontology, sets of IED atom dugfions, facts

extraction rules and IED threat assessment rutdsrénce rules).

An important conclusion is that ultimately, thehaology components in the MITS can be used to tiya® intelligence
problems within very specific knowledge domains, amross multiple domains in problem spaces invglvinultiple
knowledge domains.

3.3 Situation Knowledge Base (Dynamic Situation Model)

[Roy, 2001] has defined situation analysis (SApgmocess, the examination of a situation, its elgs) and their relations,
to provide and maintain a product, i.e., a statesibfation awareness, for the analysts and/or iecisiakers. Clearly,
operational trends in warfare and public securityvities put the SA process under pressure. In&tion technology support
is thus typically required to cope with the humanititions in such complex environments. This engites the need for
real-time, computer-based situation analysis suppgstems (SASSs) to bridge the gap between thaitdog demands
inherent to the accomplishment of the SA processtia@ human limitations.

The main purpose of a SASS is to assemble a rapegsm of aspects of interest in an environmenSASS should thus
incorporate and develop an internal situation mamfethe environment of interest. This situationabdal, that the SA
process endeavours to keep up to date, capturemhyothe representation of the various elementh®fituation, but also a
representation of how they relate to create a meduli synthesis supporting the comprehension okth&ation [Roy, 2001].
There is one real world, and the situation modelnisbstraction of it supporting situation awarsrfes the analyst/decision
maker. As the idea cdwarenesshas to do withhaving knowledge of somethifillerriam-Webster, 2003], the situation
model thus has to do with situation knowledge repnéation.

During the (supported) analysis of a situation, senodel of this situation is constructed within ME'S by augmenting the
a priori domain knowledge ontologies with instanoéserved or inferred to be part of the situatiangd by establishing
situational facts (through direct conversion frohe tobservations, or through other means such aseimfe). Actually,
situational facts and situational ontologies arerielated as the situational facts are often statts made about some
instances of the domain knowledge ontologies.

3.4 Knowledge Engineering Module and Knowledge Exploitation

Figure 5 illustrates how the various knowledge espntation building blocks discussed above indbetion are interrelated
and exploited in the different modules of the MIfhgt are concerned with fact generation.
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Figure 5. Knowledge representation building bloakd situational facts generation in the MITS




As shown on Fig. 5, facts are generated: 1) bytekeprocessing module exploiting text-based tetegland unstructured
text documents, 2) by the rule-based inferencenengiploiting inference rules and previously erigtfacts, 3) by the

analyst through manual fact insertion, 4) throughdonversion of input data and information from&tured sources, and 5)
through the importation of subjects from subjestsli

To make the MITS useful, knowledge must be acquireth experts and formally represented and stardahowledge bases
to be exploited by the various KIME tools. To suggbese knowledge acquisition and representatitiniges, a knowledge

engineering module has been developed and impleadat the MITS. It provides a user-friendly gragdiiuser interface

(GUI) that make the definition and specificationatbm definitions, inference rules, text-based tategs, etc. easy for the
knowledge engineer and/or the analyst.

Figure 6 shows an important component of the MIT8vdedge engineering module, the Related Assetaéfiewhich is

used to display the assets that are related tleetsd entity. This interface is divided in two Sens: 1) related assets history
(which displays the last items that have been dte)) and 2) related assets diagram (displayinighvassets are related to
the current entity). This interface allows perfongnithe following main actions: visualize the entitgtadata and its related
assets, consult paged related assets results/izésualated assets of a previously consulted yenéind clear the related
assets history. The related assets can be of pleefagt, fact subscription, text-based templateas®t/or inference rule set.
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Figure 6. Atom definitions related assets view@vR, 2010]
4. Ingesting Data into the MITS

Figure 7 illustrates how external data are ingested the MITS. The system consumes structured amstructured

documents provided by a wide variety of data saur&ructured documents/sources include track ditmbases, Excel
worksheets, XML documents, etc. Since these doctsyae structured, it is possible to extract maeeise information and
metadata about them. One « source adapter/conwefier type of structured document/source must éaeldped. The

documents are then processed by these adaptersitamsvso that their content and metadata candsetéd into the MITS
knowledge base. Usually, the structured sourcegssicg components generates facts or modifiesrtbelkdge domains.
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Figure 7. Ingesting data into the MITS



Unstructured documents include all types of docusaich contain free text, like Word documentsFRibcuments, text
documents, emails, etc. To be processed by the MyB&m, those documents must first be uploadedograne, or with
one of the massive upload solutions, to the docamemository. Text documents can be uploaded frben document
manager interface of the MITS. When one has a largeunt of documents to upload, it is better to theeFTP solution.
Any FTP client can be used to upload documentid¢odbcument content repository. Usually, FTP clienill take care of
resuming uploads on failure or if the server hasetmot. This is the main reason why it is prefexdab use FTP for massive
file transfers. Also it is quicker than using th@ HP protocol. The only limitation is that one cahmmdify the file metadata
from the FTP client. It must be done through th& Blinterface after the files have been uploaded.

The MITS document repository (based on Alfrescq)omes its content as a shared folder by creatiiguml computer on
the network. This shared folder is presented asé was browsing its computer folders in a Winddxplorer window.
From the shared folder one can open, create, g@sye, delete, and move documents. All these actian be done by doing
exactly what one would do in a standard Windowslangs window.

5. Overview of the MITS Main Components

The current version of the MITS provides the ingglhce analyst with a variety of innovative featutieat supports his/her
activities and that have already been proven t@aecd the resulting intelligence products. In a meitsthe MITS system
provides:

* natural language processing capabilities to supppddmated semantic analysis of unstructured dootsme
« automated place name disambiguation and geo-refegnf any piece of information

¢ semantic and geospatial search for informatioroimees

e automated entity extraction

e automated collation of all entities of interesttpaning to the knowledge domain(s) of interest

0 person names, date and time elements, locationganations, components, effects, triggering
mechanisms, types, etc.

e automated/manual fact extraction capabilities frotyservations contained in sources (published igeice
products in general)

e automated reasoning capabilities over facts obderveources
e support to trend and pattern analysis
e automated alerting/notification capabilities

Lessons learned from operations in the field shuat innovative technologies such as the MITS csuloport analysts with
their threat assessment tasks and could contribuietter defeat hostile activities. Timely targgtof such hostile activities
requires the analysis of several, dissimilar scaiofantelligence in order to:

» correlate and cross-reference the information akél

e “connect the dots” from apparently heterogeneoigpets of information
« seek for trends, patterns, and facts of interesutfh events reported

e issue timely Indications and Warnings (IW) to thea of Command.

Threat assessment requires technology capableiti apalysts in their task by automating, as nasgchossible, some of the
non-analytical and time consuming tasks requireg.,(¢he manual gathering and collation of largurtes of information
from all available sources). Since hostile evemésiacreasing in number, available information ajses increasingly. On
one hand, when facing information overload situajoexisting systems require more and more analgsats such human
resources might not be available. On the other haradure technologies exist that can achieve autdrsemantic analysis,
concept and facts extraction, and trend analysish $hature capabilities are available in the MIyStam.

The following is a brief, high-level overview ofdhmain components of the current version of the MIT

e Structured data/information imporProcess structured documents. One adapter/cenveer type of structured
document/source must be developed. The documenthan processed by these adapter/converters lsactheir
content and metadata can be inserted into the Mdi@vledge base. Usually, the structured sourcegssing
generates facts or modifies the knowledge domains.

0 Track modelingCan be used to reduce/simplify the track datarga the conversion of this data into facts.



o Datal/information previewAllows a visual inspection of the data/informatiprior to their importation and
conversion into facts.

o Datal/information to fact conversio@onvert the input data/information into facts.

* Unstructured text documents processiRgpcess new or updated documents received frerddbument repository
service, annotate them, and generate facts acgotlithhe text-based templates.

o Document repository/managemerithe set of computer programs used to track ande stlectronic
documents and/or images of paper documents. Usathtmge documents and notify the text processing
module of new documents, document updates andialelsd that they can be processed. The document
repository can be accessed by FTP, shared fold&owwr the MITS user interface. The MITS is typigall
used to process large amount of documents. Alletltlescuments must be stored so that they can be
accessed at any time by the user or the systethfas&isualization or further manipulations.

0o Automated semantic analysi§his includes text annotation (pieces of texthinit documents that
correspond to a knowledge entity or a pattern afdsibokens defined by an instance type patterntexta
based template), fact extraction (according to-baged templates), and geo-referencing.

o Document viewerOnce documents have been processed, they camewedvin the document viewer.
Allow the user to visualize text annotations witieit knowledge domain and type, visualize fact
annotations, show/hide annotations, include/exclgeeeric domains in the knowledge domain density
calculation, search for text content, show georegfeed annotations in the GIS (Geographic Inforomati
System) window (zoom & center, center, outline)pwghgeo-associations in the GIS, view the document
metadata, view the original document, downloadottiginal document, open the GIS window manually.

- Statistical analysis of annotations / trend analyAinalyze occurrences of a certain domain knowledgecept
among a set of processed documents that matchdiplmuiser selected criteria. The trend query tarilid where
one selects the target concept that one wantspiwiexand add criteria to refine the analysis. Top trend report
contains the query results. One can view a texdaatription of the query, explaining every seleatdterion in
details. The query occurrences results are showmtiwve occurrence count and ratio in percent coethér every
occurrence matching the criteria. One can viewglaace the occurrence ratio in a pie chart orrachart.

* Automated reasoning / rule-based infererideduce fact from other facts by using inferengles (gather facts,
apply the inference rules on them and generatefaets whenever a rule prerequisite is fulfilled).

e Subject lists processing his includes list-based situation monitoringr(geate a fact when a subject on a given list
is found in the current situation), and situatiaséd list filling (insert a subject on a list whthis subject is found
in the current situation and it meets some useinddfcriteria).

* Fact managemenAllows performing fact search against the MIT8tfeknowledge base, to visualize facts, as well
as to manually insert new facts.

0 Fact searchExecute, save, and load a fact search query.qukey can include an atom definition list, a
related ontology entities list, geospatial resiics, validity date range restrictions, a fact typstriction,
and a data source restriction.

o Fact viewer Allow to visualize facts from the fact knowled@pase in tabular format that supports fact
sorting/filtering and other features.

o Fact export Allow to export some given categories of factgg(efacts related to vessel tracks in the
maritime domain) in KML format.

« Personalized user notificatipNotifications are messages dedicated to a spacsr, warning this user of precise
events occurring within the MITS system, referegcinformation or assets he/she is interested ire fitodule
collects the type of information that each analgdnterested in and monitors the system asseth Eae a new
asset is added to the MITS knowledge base, thdigaatbn module notifies each analyst interestedhiis asset.
Notifications can be displayed as popups, or caedudfom the notification manager. If the analygstonnected to
the MITS, he/she will receive natifications, indedently of which module he/she is currently workingh.
Actually, one can review its personal notificaticstsanytime as the MITS keeps every naotificatioverethose
generated while the particular analyst is not cotet

o0 Notification subscription Determine who wants to be notified of preciseréseoccurring in the MITS
system. Each user has a personalized set of muifit subscriptions. A user can be notified of doeuts
containing selected knowledge entities, he/sheatsmbe notified of new facts or workflow states.




o Fact notification Warn the user that a fact that he/she has siliestiio has been added to the MITS
system.

o Document natificationWarn the user that a document containing enttties the user subscribed to has
been processed by the MITS system

o Notification managementAllow to manage a personal notification folderpwa a notification, view the
details of a notification, refresh the personalifizattion list, mark a notification as read/unreahd
remove a notification.

« Knowledge engineering’rovide a user-friendly interface that make thérdtion, specification and exploitation of
atom definitions, built-in functions, inference eg| text-based templates, ontologies, etc. easthéoknowledge
engineer and/or the analyst.

e GIS client Display the geo-referenced annotations, factsfications, events and other entities.

o0 Area managerSelect and define custom areas, public areasusaeddefined areas for various uses. It is
employed in many modules of the MITS. Each timeasea must be selected or defined, the area manager
popup is presented to the user.

« Administration Give access to administrative functions like useanagement, inference engine execution
management, bulk Alexandria data import, and infdfom about the server load.

0o User managemenManage MITS users, as well as their access toe#db (the underlying software
supporting the document management features dtihs).

0 Inference engine execution managemédiow to start/suspend/resume/restart the syste#erence, edit
the system inference parameters, and consult 8tersyinference log.

o0 Alexandria DB import The Alexandria database is a geospatial databastining a huge amount of
geospatial locations such as countries, capititgsand regions, etc. One of the steps perfomtesh a
new document is sent to the document processingiimasito search for any occurrence of the Alexandr
database features. For every feature occurrencelfdbe corresponding feature is automatically irtgzb
in the « Geospatial » system ontology as an instahlowever, one may want to import Alexandria
features in the « Geospatial » ontology to be tblese them elsewhere (in text-based templatesre@nte
rules, etc.) without having to process documentgaining these features first.

0 Server loadSee how many requests were actually queued igysEem and keep an history of the server
load such that an administrator can tweak the [@i0g resources configuration.

e Online help
« User login username and password

6. MITS Exploitation Example

The best way to appreciate the various featureth®fMITS is to walk through a practical informatiand knowledge
exploitation example. The one presented in thisi@@énvolves a totally fictitious drug smugglingenario in the maritime
domain. This scenario has been created for denadiastrpurpose only, with the intent to showcaseaximum number of
components of the current version of the MITS. His example, the initial trigger for the analysssai rather vague input
from a source:

» There’s going to be a drug related event invoharghip
* Expected to happen in some (rather large) aresaat s
¢ In a given time window
* Involving a person listed on a list of suspects
The analysis problem amounts to finding a vessal th
» Has a historical record of drug smuggling
« Is associated with a suspect person designatedybpdy X on a list
e Ison alist of suspect vessels provided by extekgancy Y

« Is owned by a person who currently has seriousii@h problems



e Is within the area where the drug smuggling evemtxpected to happen in the given time window

Figure 8 illustrates how different components @& MITS are used in this example to process thetidpta and information
made available from the sources (shown on thehkaitl side of Fig. 8) in order to generate the ebgukiesult, i.e., the alert
notification to the analyst (shown at the bottoghtiof Fig. 8).
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Figure 8. Overview of the MITS exploitation exampl

Figure 9 illustrates how the analysis ultimatelycammts to finding a vessel at the intersection wé fiists (the vessel of
interest is th&IORDICUSin this fictitious scenario), which seems to bénea easy to achieve. However, it is very important
to note at this point that among the five listswhan the left portion of Fig 9, only tHast of Suspect Vessdks actually
provided to the analyst as « raw data » from asreat agency; the other four lists are createcherfly during the analysis
process, by the MITS system itself or the analygugh the exploitation of all the input data anmfhrmation provided and
using the processing components of the MITS.
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MORDICUS AET LIBERTY MORDICUS VALENCIA CARRIER ENERGY PRIDE ESCAMBA
TRINITY PRETTY SCENE ALEX B TERRY BORDELON ERIN T ZIPPO POTOMAK
ESCAMBA DELTA PRIDE TRINITY GLENROSS FEDOR HORACE AssOS
THOMAS ANNAMICHAEL ~ OCEAN WILD JANIE LACANAU CV STEALTH MORDICUS
JANE LACANAU STINGRAY LIBRA STAR ERINT

BRUTUS PALO DURO MORDICUS JANIE

APPOLO ENERGYPRIDE ~ OLIVER JACOB LIBRA STAR

FREEMONT NORDVENUS OLIVIA GRACE OLIVIA GRACE SABINE OLIVER JACOB

CLAXTON YANKEE SABINE SANKO FEDOR CANDY FACTORY

MERCURY GLORY ~ SPANKY SANKO CONFIDENCE ENERGY PRIDE

DUSTINCENAC ~ MISS CYNTHIA CONFIDENCE STAVENGER BAY ANTARES A.C.O. RELENTLESS

STRATOCASTER ~ THOR STAVENGER BAY VALENTIA CARRIER List of

%\’:?F; FACTORY xggléséu \S//IFEAJ%(;ACS,:RE;ER Vessels in LACANAU / GLENROSS SPANKY Suspect

i OCEANWILD ~ MISS CYNTHIA
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Ownerin PALO DURO MOBILE3
Financial Trouble NORDVENUS ~ HOS BYRD
\_ YANKEE J

Figure 9. The analysis ultimately amounts to finggdihe intersection of five lists



Figure 10 shows the three inference rules thatisee in this MITS exploitation example to ultimstgkenerate the Alert »
conclusion. Rule #1 is used to find vessels airntersection of three relevant intermediate liats] to declare these vessels
as members of a kist of Common Vessels Rule #2 is used to generate facts regardingel®gor which the owner is
inferred to have financial problems (from the tveets used as the premises of the rule). And fin&lyle #3 will generate
an «Alert » fact whenever the position of a vessel is indtea of interest, the owner of this vessel hasnfiral problems,
and this vessel has been inferred to be a membdhneokLlist of Common Vessels The MITS exploitation example
provided in this paper illustrates how these thnderence rules are actually created on the flyH®yanalyst, as required by
the analysis problem at hand, using the knowledggneering module of the MITS.

Has Financial Problems (Person Nam

Owner (Vessel Name, Person Nanfe)

Rule #2

In Area (Vessel Name, 2D Coordinates, Reference Aap

On List (Vessel Name, List of Vessels AssociatedtiviSuspect Persons)
On List (Vessel Name, List of Suspect Vesselsy®» On List (Vessel Name, List of Common Vessel

On List (Vessel Name, List of Vessels with Drug Snggling History)

wner Has Financial Problems (Vessel Name)

Rule #3

Alert (Vessel Name
Position (Vessel Name, 2D Coordinates

~

Rule #1

Figure 10. Forward chaining of the inference rditeshe MITS exploitation example

Table 1 provides a detailed walk through of the Bli@xploitation example.
Table 1 — Walking Through the MITS Exploitation Exale

To Exploit

» List of suspect vessels designated by
external Agency Y

Analyst Activities/Steps with the MITS

» Create a new « List of Suspect Vessels »

* Select the subject type as « Vessel Name »

e Manually import the elements of the list providgdAgency Y into the
list created above to generate « On List » factspantentially augment the
domain knowledge ontology with new vessel names

D

« List of suspect persons designated by
external Agency X

* Relevant collection of unstructured tex
documents

» Create an empty « List of Vessels Associated witbp8ct Persons »

 Create the Text-Based Templates (one per suspestirenith an « On
List » atom (fact) in the conclusion

 Upload the text documents from the collection tteptially generate « Or
List » facts

« Verify the resulting list using the List Export mdd

» Relevant collection of unstructured tex
documents

 Uploading the text documents in the previous stépraatically generated
domain-related annotations

« Visualize the annotations using the Document Viemedule

 Using the Trend Analysis module to statisticallalyme the resulting
annotations, create a relevant query and genemaealysis report

» Create a new « List of Vessels with Drug Smuggktistory »

» Manually import the query results into the listated above to generate
« On List » facts

e « On List » facts (generated by the
creation of the different lists in the
previous steps)

» Create an empty « List of Common Vessels »
 Create the inference rule #1 with three « On ligtoms (facts) as the
premises, and one « On List » atom (fact) in thechesion

» The information on (relevant) persons
having financial problems

» Create an « Has Financial Problems » atom haviag therson Name » g
an argument, with potentially other arguments toafd also be useful to

describe the facts




To Exploit Analyst Activities/Steps with the MITS

» Manually insert « Has Financial Problems » faciagithe Manual Fact
Insertion module

¢ « Has Financial Problems » facts » Create an « Owner Has Financial Problems » atorimgdke « Vessel
(manually inserted) Name » as an argument, with potentially other aentsithat could also

* « Owner » facts (from GPW track data| be useful to describe the facts

* Create the inference rule #2 with the « Has FirariRioblems » and
« Owner » atoms (facts) as the premises, and annefOHas Financial
Problems » atom (fact) in the conclusion

 The information on the expected area | « Create an « Alert » atom having a « Vessel Namganaargument, with
where the drug smuggling event is potentially other arguments that could also beulgefdescribe the alert
expected to happen » Create the inference rule #3 with the « inArea dtlinu definition

» « Owner Has Financial Problem » facty (configured with the appropriate relevant area singithe Area Manager

* « Position » facts (from GPW track daff  of the GIS module to create the appropriate polygite « Position »,

* « On List » facts (i.e., the List of « On List » and « Owner Has Financial Problem snatéfacts) as the
Common Vessels) premises, and the « Alert » atom (fact) in the aasion
e The « Alert » fact  Create a notification subscription on the « Aledtom (fact)

» Maritime track data set (in GPW forma| ¢ Use the « GPW Data Import » module to:

— Select the track modeling algorithm

— Select the original source

— Select the date range (time window)

— Select the region (spatial window)

— Select which facts shall be generated during theoim
— Inspect vessel tracks in GoogleEarth prior to thpart
— Launch the data import

« All of the above » Configure the inference system of the MITS (in Administration
module)
» Launch the inference process
« All of the above » Monitor the « Alert » notification(s)

« Acknowledge the natification(s)

« Further investigate the notification to increase tinderstanding of the
situation

— View the justification of the Alert

« All of the above  Use the Fact Viewer of the Fact Management moduéxplore the
different facts

» Export the facts in KML format

» Use GoogleEarth to visualize the track data anattineesponding facts

7. MITS Implementation and Evolution

The MITS has been created in 2008 and it has savodved in different directions, following researopportunities
sponsored by different customers/partners. Onecaspat has been studied in depth and implementethe MITS is
automated reasoning. The rule-based inference dipatescribed above in this paper has been evbivto a broader
framework enabling the inference of situationat$atrough the synergistic exploitation of the céenpentary strengths and
expressiveness characteristics of different knogdecepresentation approaches, and correspondisgnieg paradigms
[Roy, 2009]. In this framework, automated reasortiag been implemented as a set of independent ewgdalforming rule-
based [Roy, 2010], description logic [Roy, Davenp@010] and case-based [Bergeron Guyard, Roy, |2@&@&oning. A
module for kinematics and geospatial reasoningalssbeen implemented as specific, dedicated inéereode [Roy, 2009].

Clearly the MITS will continue to evolve as new iakle functionalities are identified by the opé@aal intelligence
community, and also in order to integrate legadgliigence analysis support tools that have nothgstn included in any
prior version of the MITS. As a result of the expace gained through the incremental developmetih@MITS so far, a
number of lessons learned have been formulateddiegadesign and implementation approaches, ergiénohnologies,
project and system development governance, etc.ngnibese, the need for a more suitable integrailatform and the
evolution towards a different human-computer intéoa layer are briefly discussed next.

7.1 Intelligence S& T Integration Platform (1STIP)

The efficient development of a suite of integratieals like the MITS also brings forward some intggrn requirements and
issues at the software system level. On one haad) &n “intelligence support tool” perspective, RddME tool in the
MITS federation must be autonomous and self-pretbdt must own and control information in accoramith some local



policies, and it must have boundary protection dewvito enforce such local policies. Different feded mechanisms are
required to facilitate knowledge/information/dakd) exchange and machine-to-machine collaboraiticthis federation of
KIME tools. On the other hand, from a research dadelopment (R&D) perspective, the &l Section lraseed for a
software system development platform that meetsnaber of requirements. First, the platform hasdsbitable for research
activities. In a research organization, the systiavelopers must have the flexibility to use anyhtedogy (especially the
emerging ones) to implement the KIME tool prototypeithout being always constrained by the techgiokd choices
previously made for the baseline systems of théoousrs/partners from the operational community.o8d¢the platform
must support the incremental development of compisnend capabilities when going from one projed¢htnext, such that
one doesn't have to re-invent the wheel each timmewa research activity is started. With an incretakedevelopment
approach, new projects can be proposed that alrbadg access to a core of capabilities previoushelbped in prior
projects. Third, as much as possible, the platfehall not require an overarching authority amorgytthol developers. The
introduction of any new KIME tool shall be negotlamong the tool developers, and these develgbatsbe free to select
appropriate mechanisms to meet their ambitionstarehforce local policies. Finally, the platformasitbe scalable as new
KIME tools are progressively added to the pooloafis.

In response to the requirements briefly outlinedvat) the 1&I Section at DRDC Valcartier has propbsed developed the
Intelligence S&T Integration Platform (ISTIP). Uginopen source Web services technologies and seovieeted
architecture (SOA) design principles, the ISTIPvides a backbone, integration reference platformtife iterative and
incremental development and integration of the \ative, loosely coupled, reusable, composable atetdperable services
required to perform tasks in computer-based iggetice support systems.

From now on, the ISTIP will be the backbone of ME'S. As much as possible, each KIME tool of theTi8lwill be
developed as a set of services that meet a numis€dA design principles:

» Loose Coupling- Services maintain a relationship that minimidependencies and only requires that they retain an
awareness of each other.

e Service contract Services adhere to a communications agreememntefined collectively by one or more service
descriptions and related documents.

e Autonomy- Services have control over the logic they enalaps.

« Abstraction— Beyond what is described in the service contsawices hide logic from the outside world.
» Reusability— Logic is divided into services with the intemtiof promoting reuse.

« Composability- Collections of services can be coordinated &sérmabled to form composite services.

« Statelessness Services minimize retaining information specifican activity.

« Discoverability— Services are designed to be outwardly descepdiv that they can be found and assessed via
available discovery mechanisms.

At this moment, a number of services aligned wiith principles described above have already beefemgmted and are
available on the ISTIP. Examples are the Inferefc®tuational Facts through Automated ReasoniB§AR), the Semantic
Annotation of Text Documents (SATD), Spatial FeatuManagement (SPFTM), Track Modelling (TM), GPWadks to
Situational Fact Knowledge Base (GPWT2SFKB), OrggldRepository (OR), and Document Repository (DR}heD
services already exist, and many more will conturalp be created as legacy tools and systems aneeted, and as the
research activities of the 1&l Section at Valcarfierther progress.

7.2 Visonary Overarching I nteraction I nterface Layer for the Analyst (VOIiLA)

Clearly, providing all of the services of the ISTiEPnot sufficient to achieve the concept of theTBll One also needs some
human-computer interaction front-end for the explion of these services. This front-end is caN&diiLA (Visionary
Overarching Interaction Interface Layer for the Bmsg. All services of the ISTIP combined with VOA constitute the
latest version of the MITS.

8. Conclusion

This paper discussed the MITS from different pectipes, presenting it as a key component suppont@sgarch and
development in information and knowledge explodtatin the intelligence domain. The main charactiegsof the MITS
were reviewed. The central notions of domain knogéeand situational facts were discussed, alonly thvé ingestion in the
MITS of structured and unstructured data and infdfom. The main modules of the MITS were brieflyscgbed, and a
detailed exploitation example highlighting somdtsfpowerful and innovative capabilities was pr@ddThe SOA platform
and human-computer interaction components thattegeonstitutes the MITS were introduced.



The MITS has been created in 2008 and it has sivadved in different directions, following researopportunities
sponsored by different customers/partners. Cledudy MITS will continue to evolve as new desirablmdtionalities are
identified by the operational intelligence commuynénd also in order to integrate legacy intelligeeianalysis support tools
that have not yet been included in any prior versié the MITS. From the experience gained througg incremental
development of the MITS so far, a number of lesdeasned have been formulated regarding designiraptementation
approaches, enabling technologies, project anesysievelopment governance, etc. From now on, &swtrof some of
these lessons, the development of the MITS willcban the ISTIP (a more suitable integration platipand VoiiLA for the
human-computer interaction layer.
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