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QCDI Bottom Line Up Front

= QCDI demand model provides quantitative estimates of DoD
Joint network user demand over three eras

— 2012, 2016 and 2020

= Covers information transport, enterprise services, information
assurance, and network management joint capability areas

* QCDI in use throughout the community, as acknowledged by
recent meetings with Services and Joint Staff

— Applied to approximately 20 major studies/analysis efforts across
DoD

= Versions 1 and 2 of the demand model are complete and data is
available to the NC community: qcdi.rand.org (password required)

» Model added to OSD/CAPE M&S tools reqistry:
https://jds.cape.osd.mil/Default.aspXx (CAC required)



https://jds.cape.osd.mil/Default.aspx
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Why Are DoD’S Bandwidth Needs Growing?

“There’s a world market for maybe 5 computers.”*
— There will be 1 billion PCs on Earth by 2009
— Google data centers contain over 3M processors™**

= “640 kbytes of RAM ought to be enough for anyone.” ***
— Current PC memory sizes ~ 1-2 GB
— HP building 4 PB data warehouse

= Digital information continues to grow at a rapid rate

» Digital Information has to be moved to be useful
— Increasingly data is easy to store, but difficult to move...

*|IBM CEO Thomas Watson,1943.
** Randall Bryant, CMU, Data Intensive Supercomputing, 2008.

*** Microsoft CEO, Bill Gates, 1980.
FOUO
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» Global peak demand is doubling every two years
= Demand in Asia growing by 80% a year mid decade

= |ncreased use of video and online collaboration will drive network traffic to an
annual growth rate of between 300% and 500% over the next several years*

= How will DoD bandwidth demand grow in the future?

*John Chambers, Chief Executive CISCO Systems, NXTcomm telecommunications industry trade show,

June 19, 2007 DRAFT /g FOUO



» The “Smartphone Tsunami” is creating user demand....



Soldiersand others can now read the latest Army news on their iPhones,
thanksto a new applicationcreated by the team that developed the
Army's Web site, (Photo by U.S. Army)

= “ Army soldiers will get an “iPhone-like device” with digital apps
installed and ... “various apps for system maintenance, instruction
manuals”

— MG Keith Walker, director of the Army’s Future Force Integration Directorate at
Fort Bliss



https://www.fcs.army.mil/ffid/index.html

DoD Net Centric Joint Capability Areas
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= DoD networks provide more than just bandwidth
= Demands in all areas need to be estimated, understood



New Methods Needed to Meet the Analytic
Challenge of Estimating Future Network Needs

The Analytical Challenge: rapidly determining how much
network capability is enough to support a wide-range of future missions

Baseline Needed Capability
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Analytical foundation i with family of tools
results dimensionality: achieves better
in poor decisions «Multidimensional decisions in DoD
» Mefrics and values "Heterogeneous » Consistent metrics
inconsistent | and values
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= A comprehensive assessment framework is needed that covers
all net-centric JCAs



QCDI Demand Model for Joint
Network Needs

= Approach:
— Take a joint perspective
— Integrate over all users
— Integrate over all user devices
— Include all network enabled

= To determine network capability needs from a joint perspective
a number of assumptions are needed

— That are applicable across spectrum of joint operations and
organizations

= |[mportant assumptions

— Users, regardless of Service, can be grouped into classes with
similar network demands

— Demand for Joint network capability may also be different at
different echelons and domains
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QCDI User Classes by Domain (Ground,
Airborne, Maritime) and Tier (Core,
Intermediate, Edge)
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Deriving Warfighter Needs

= Establish warfighter need framework
— User needs vary by domain and echelon
— Users needs mitigated by what is feasible

= Use CDI to identify appropriate metrics and values
— Architectural assumptions documented
— Other sources and engineering judgment applied
— Needs vary by time
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QCDI Metrics by Net-Centric JCAs

Information Transport

* Typical Req. DR (Mbps)

* Protected Comm. DR (Mbps)

* Voice DR (Mbps)

* Availability (%)

* Voice Packet Delivery Ratio (%)

* Packet Delivery Ratio (%) (min)

e Comm. Set-up time (min) (max)

* Data End-to-End Delay (sec) (max)
* Voice End-to-End Delay (sec) (max)
* Upload (%)

e External Traffic (%)

Information Assurance

e Cross-Domain Transfer Time (sec)

* Validation Time (min)

e Authorization ManagementTime (min)
e Pedigree production rate (%)

* DAR compromise time {days)

e Compliant COMSECTier

* Incident Detection Time (min)

¢ Incident Response Time (min)

Enterprise Services

* Amt. Assured Data Storage (GB)

» Service Discovery Requests (Req/Hr)

* ChatRequests (Req/Hr)

» Auth. Serv (Req/Hr)

* Email (Req/Hr)

* Search (Req/Hr)

* File Dlvry (Req/Hr)

* DNS (Req/Hr)

* Service Discovery Response Time (sec)

Network Management

e Interoperability Depth - Network Tier #
* Response Time (sec)

* Time to Refresh contextual SA (sec)

e Priority Information Delivery Mgt (%)

e Connection Resilience (%)

* End User Device RF Spectrum Eff (bps/Hz)
* RF Spectrum Reallocation Time (sec)



QCDI Device Types
DEVICETYPE  DESCRPTION

Direct BLOS— User demand directly supported through a BLOS
wireless device (generally direct use of a low data
rate SATCOM terminal).

Direct LOS - User demand directly supported through use of
line-of-sight (LOS) wireless device.

Indirect — User demand not directly supported by a wireless
receiver or transmission device. This demand is
aggregated with demand from other users before
transport outside of local area networks.



Aggregating Joint User Needs

The QCDI accomplishes this by representing groups of users,
based on real organizations

Joint users of a specific organizations are mapped to an
appropriate mixes of users from the QCDI user classes

— In appropriate domains, echelons and eras

— Including non-human users such as unmanned systems and
sensors

QCDI Model currently characterizes 360 military organizations
across echelons and from all Services

Human organization of most units assumed to be static over the
timeframes considered in the QCDI

— 2012, 2016, and 2020
QCDI recognizes rapid growth in the use of unmanned systems
— Air, ground, and maritime robotic systems
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Aggregation Formulas Include Overhead
Factors, Sharing Factors and Duty Cycles

ZZ DR: |OH
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= ZNJ-(DDRj)(SFj)(DCj)(lJrADFj) OH
OH =(\1+ ES +NM )(1+ IA)

Sum is over all users and all user devices
Where DDR; is the device Data Rate for i's demand device
SF, and DC, are i's Sharing Factor and Duty Cycle

ADF, Is the agent demand factor for a particular user device
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Screenshot of Options in the QCDI
Tool

High Level Unit Aggregation

Raw Data

Monte Carlo Sensitivity Analysis

File Locations User Matrix Refresh Tool Data

Testing Data Management
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Summary

= QCDI demand model provides quantitative estimates of DoD
Joint network user demand over three eras

— 2012, 2016 and 2020

Covers information transport, enterprise services, information
assurance, and network management joint capability areas

Covers over 350 military units in the DoD at all network tiers
— Core to tactical edge

QCDI in use throughout the community, as acknowledged by
recent meetings with Services and Joint Staff

Versions 1 and 2 of the demand model are complete and data is
available to the NC community: qcdi.rand.org (password required)

For 2010, focus is on building an Irregular Warfare version and
providing link-by-link outputs to support Mission Assurance and
other analysis needs
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Questions?
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