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Network Centric Warfare (NCW) (¥
Time-Sensitive Targeting (TST) Examples ==

Joint Fires - Netork Centric
Collaborative Targeting (JF-NCCT)
Integration Study

DARPA IXO
Dynamic Tactical Targeting (DTT)

TST Goals and Objectives

* Real-time collaboration
 Self-synchronization

« Machine-to-machine networking

* Dynamic sensor management

» Geographically dispersed sensing
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\’ 4 NCW Vision: “To-Be” Architecture

seemscenr COre Enterprise Services and SOA Infrastructure &=

MNet Enabled
Other Command & Control
BECES iy Close Air Support
Sernvice Services Met Enabled
Sernvice Orchestration Service Taraetin
Governance WManagement Diirectory g g Warfighting
Senvice Servicaes . 2
Registries & Sorvice Applications
astr“ c,tl.lr Discoveny Elrld_ge
mfr Services Logistics
Metadats -
Catafogs and Service Collaboration Hurman
Registres FPolicies Services Financial Resources
Mediation Senvice = EIE MManagement
Seaervices Gommun.l’r:_an'on SSEE::E; Services = BRGNS
{ Messaging) Biiscoweis Business
Information Core Services Applications
“ziuuce  Enterprise imagery
SATCOM Services Exploitation
Track Data Defense
Services ;
s NetOps fnfef;:‘;ge{?ce
j_ l / Applications
Sensor Ngfm_ Spatial Applications,
— /// Services, and
. : N Information

Source:http://www.defenselink.mil/cio-nii/docs/GIGArchVision.pdf




R NCW Vision: Tenets of NCW

(Info Sharing, Shared SA, Collaboration, Self-Synchronization)
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R NCW Objective
«~ Mission-Driven Systems Engineering
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¥ NCW Objective (continued)
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" NCW Objective: Systems-Support of NCW
Roadmapping Example (circa 2007)
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F NCW Objective
Virtual Environments
Modeling Virtual Environments
& linked together via

Simulation networking interfaces,
shared semantics
( [ |
Theory I Analysis :| Experiment
| | | | |
| | | |

Scientific method, emerging 215t century

Naval Postgraduate School (NPS) Autonomous
Unmanned Vehicle (AUV) workbench (Brutzman 2007,
Brutzman and Daly 2007, Weekley et al. 2004, NPS
Autonomous Unmanned Vehicle (AUV) Workbench)



' NCW Objective
~ Global Reachback (MAV Example)
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F NCW Objective ™
~ Rapid Mission-Driven Experimentation =2

) Aerial Vehicles (MAVS) and larger —y -
anned Aerial Vehicles (UAVSs) S T
titute a powerful tool for the modern [ aaes s
ghter and First Responder. ;

Screen-Shot of MOCU
Configured as A Multi-Vehicle




R Example Scenario: Tactical ISR
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Mission-Driven Warfighter Support
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pensated for during image processing, fusion and data



NPS AUV Workbench
- Mission Planning and Rehearsal

o,

SSNNWy D
Ny,
'y, “

T WwWerdoemo Lxmi |

[ WWWEGRIdDe Mo Laxmi

Unenanned Vehicle (4L

n Planning & Wisuatization

1 fommurcsbons  Ervronment  Geospatiad  Parameters  Took  Mew

5-© 5 Characteristic
sewvalue = trusterPowered
5@ 2 Luvcammancsenpe

© g posmon
=@ 0 xYPosition

| Lvalue = 0.0
=@ 1 Thrusters
I2

i--description = Scripted AUV mission.

B LsvwayporeeessIon o
& UsveaxTesswmi

S wonwGndDen o2 xmi
= v GrdDe o i
= Gravoue

=] Puget DMC Hydrology [ soundng. ..
= PugecOts eckology e |
=] Puget DMC Aids = Navwaaton {ai)
=] Puget DAC Port Fackties (=0

=] Fuget DMC ObstLctors(a)

=] Fuget DA Reter

=] Puget Drc Earthooer (@)

=] Fuget Tiger roacds

=] Pugst Tiger watsr bodses

=] Puget Tiger rvers

=] Puget Tiger larcmans

=] Puget Tiger Lrban areas

=] Pugst Tiger cesignated piaces

A o
5
=
- - 200 T
; -
s [
{ 1
\ o
r r
145
-3
T wa

peMap o aana Pug e T
e s 0SNG Fuget DINC dcs b Nawoanon (3
o > loadng

Puget DRC Port Faciibies (-

Naval Postgraduate School (NPS)
Autonomous Unmanned Vehicle (AUV) Workbench

-

EEREEN oo [ o o rvorterchimmocian s estorseonnamace .




R

nter
.

4 NPS AUV Workbench (cont.)
Integrated Engineering Framework
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ORE Executable Architecture
=  System-of-Systems Engineering Framework
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~ Sensor Package Analysis - Needs
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Factors Affecting Performance: MAV Dynamics

Flight-control sensors

Control surfaces

Flaps (discrete, distributed)
Warped wings

Micro gyroscopes
Accelerometers
Pressure gauges

Magnetic compasse:
g passes Actuators

Motors
MEMS technology

V flight-control system. Flight control requires sensors that measure motion (roll,
h, and yaw) of the MAV platform, and aerodynamic control inputs that stabilize
maneuver the MAV in wind gusts and turbulence.

ilam R. Davis, Jr., Bernard B. Kosicki, Don M. Boroson, and Daniel F. Kostishack,
Lincoln Laboratory Journal 1996



" Parameters Affecting MAV Mission Mosaicking Q

and Georegistration

imager

(Left) Camera imaging system parallel to the surface.
(Right) Relative distance represented by each pixel

M. Mehrubeoglu and J. Durham, “AUV Sensor-Payload Workbench:
Exploratory Pilot for Image/Video Processing,” presentation,
Enterprise Lexicon Services Workshop, Mitre, San Diego, CA July 21-23, 2009.
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Imager size 640 x 480
Viewing angle: 42°
Tilt angle: 45°
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R Parameters Affecting MAV Mission Mosaicking
and Georegistration (continued)

100

________________________

200

imagfr
x

300

' \ 400

500

BO0

100 200 300 400

(Left) Flat Camera imaging system at angle to the surface.
(Right) Relative distance represented by each pixel.



Conclusions/Future Directions

- The pilot effort demonstrates the merits and
Immediate value of extending the MOVES AUV
Workbench with a complementary Image/Video
Processing Workbench

Model CONOP Provides Insights for MAV Sensor-
Package Workbench

Initial Analysis Capability to be Integrated into
NPS MOVES Unmanned Autonomous Vehicle
(AUV) Workbench to Further Explore Development
of a Complementary MOVES AUV Sensor-Payload
Workbench Capability
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