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This paper presents an exploratory microworld study with the aim to identify individual differ-
ences between participants, and relate those difference to how well the participant solves the
task. Six officers, rank from lieutenant commander to flotilla admiral, were studied when they
commanded a maritime escort mission. The experiment was conducted using a microworld
where the participant had to control all own units while the computer controlled enemy and
neutral units. Data collection consisted of think-aloud protocols, screen captures of the mi-
croworld’s tactical screen, questionnaires, and battle outcomes. Performance was determined
using a measure of mission success and a general model of the participants’ decision making
process was constructed. This model was used to identify individual differences and relate
those to task performance. The results suggest that there is no correlation between how often
the participants perform a certain decision making activity, and how well they perform in the
microworld. On the other hand, the results suggest a strong correlation between how well the
participants perform in the microworld and how many different decision making activities they
visit during one coherent reasoning chain. The result seems to suggest that it is more important
to consider many aspects of a problem at the same time, and that no decision making activity

is more important that another.

Command and control (C2) systems can be viewed as
artifacts, and as such they are best understood in the terms
of the logic they were constructed: the logic of design
(Brehmer, 2007). This approach requires that the system is
analyzed in terms of its purpose, its functions, and its form.
The system’s purpose describes why the system exists, and
in the case of C2 it is to produce the military effects by
providing direction and coordination of the military effort.
The function describe what must be accomplished by the
system in order to fulfill its purpose, and here Brehmer
(2006, 2005) proposes data collection, sensemaking, and
planning as the necessary functions. The final step in
the design is to settle on the system’s form i.e. describe
how the functions should be implemented. The form is
the embodiment of the C2-system and is comprised of
organizations', procedures, and support systems. From
the view of design logic, form is normative and describes
the designer’s idea of an optimal C2-system. However,
the actual workings of a C2-system (the C2-process) often
deviate from the designer’s intention. This deviation may
lead to worse or better performance than what could be
predicted from form alone. Thus, improvements may come
from bringing process closer to form, e.g. by training, or by
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bringing form closer to process, e.g. by changing procedures
(see for example Schmitt & Klein, 1999; Thunholm,
2003). However, more radical improvements will likely
come if we find better ways to fulfill the requisite functions
(Brehmer, 2007). In either case, if we we want to improve
C2 we need to study the C2-process. Only then can we
identify if process matches form and how well form fulfills
the functions. Thus, this paper presents an exploratory
microworld study of experienced navy officers executing a
maritime escort mission.

Military manuals point to command as the first element
of C2. Command "includes the authority and responsibility
for effectively using available resources and for planning
the employment of, organizing, directing, coordinating
and controlling military forces for the accomplishment of
assigned missions" (US Navy, 1995, p. 7). The major
process of command has traditionally been the military
planning process, which has rendered detailed descriptions
in the doctrines (US Navy, 2007; Swedish Armed Forces,
1987). The second element of C2 is control, and here the
commander monitors and influences the action to accomplish
what must be done. Feedback is vital to control since it gives
"a way to monitor events, adapt to changing circumstances,
adjust allocation of resources, and harmonize the efforts of

"It should be noted that an organization contains roles, and that
each role requires a certain competence. Thus, how well the person-
nel match these competence requirements of course have impact on
how well the C2-system can perform.
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the force" (US Navy, 1995, p. 9). Consequently, control has
been related to the process of execution, but in contrast to
planning, execution has not been described to the same level
of detail as planning has in the manuals.

C2 can also be conceived as a controller of a military op-
eration, as illustrated by the many of cybernetic models pro-
posed to describe it (see Levis & Athans, 1988, or for later
examples see the DOODA-loop by Brehmer, 2006, or the
CECA-model by Bryant, 2003). Being a controller, it is im-
portant to notice that the preconditions for control are the
same for the C2-function as it is for any other controller. It
must have a goal to steer the system towards. It must be able
to both observe and affect the state of the system. It must
possess a model of the system that tells the controller which
actions leads to what states, so that an appropriate course of
action can be selected. Thus, when studying the C2-process
we must study the human when he is set to control a dynamic
system.

The human as a controller has been studied within the field
of dynamic decision making (or complex problemsolving, as
it is also called, see Frensch & Funke, 1995). What differ-
entiates a dynamic decision task from a traditional decision
making task is that a series of decisions have to be made,
where the decisions are not independent of each other. Fur-
ther, the state of the decision task changes, both as a conse-
quence of the decision makers actions but also autonomously.
Finally, time is important. (Brehmer, 2000).

To investigate how people solve dynamic decision tasks
researchers have studied them while they interact with a com-
puter simulation of some system, a so called microworld. Be-
sides being dynamic, the microworld presents the controller
with two further difficulties. First, in the microworld many
variables are interconnected which make it impossible to do
only one thing. All actions have side effects and these must
be taken into account when trying to achieve the main effect.
Second, the microworld is opaque. This means that the con-
troller cannot directly ascertain the state of the microworld,
but has to take actions in order to do that. The interest of
researchers have been to explore the extent to which people
can learn how to control the complex task presented by a
microworld, i.e. how people develop a model of the complex
system and to what extent they are able to do so.

In order to succeed in the dynamic task the participant
must handle the difficulties posed by the microworld (for a
more extensive review the demands a microworld puts on
a participant see for example Brehmer & Dorner, 1993;
Dorner & Wearing, 1995). First, the participants must en-
gage in goal analysis. In many of the microworlds the goals
are on a global and abstract level and these goals must be
expressed in set of more explicit subgoals. If there is con-
flict between the goals the subject must find ways to resolve
those. Furthermore, if there exists several goals, and the im-
portance of those goals changes over time, the participant
must be able to prioritize goals and change these priorities
as the situation demands. Second, the participant must learn
about the microworld. Even if some parts of the microworld
are evident to the participants some parts of the system are
unknown to them. So, in order to act, participants must

gather information about the microworld and form hypothe-
ses about the hidden structure. Third, the participants must
make predictions concerning the microworld’s future devel-
opment. This is necessary because the inertia of the system
- primarily the dead-time and time-constant - creates a delay
between the time a participant orders an action and the time
that action starts to take effect. Fourth, the participant must
develop courses of action and implement them. Fifth, they
must monitor the effects of the selected course of action and
the monitor the development of the microworld. Not a trivial
task, since the participant must determine what effects are the
results of the selected course of action, and what effects are
the result of the the microworld’s own development. Sixth,
the participants must monitor and evaluate their own strate-
gies employed to solve the activities presented here. Finally,
they must organize all these activities in to "some coherent
whole" (Brehmer & Dérner, 1993, p. 181). For example,
they must decide when they should start planning instead of
collecting information.

In microworld research three different approaches can be
distinguished: the individual differences approach, the case-
study approach, and the experimental approach (Brehmer &
Dorner, 1993). In the individual differences approach partic-
ipants interact with the same microworld and the researcher
is interested in what differentiates *good controllers’ from
"bad controllers’ (see for example Dorner, 1980). In the case
study approach the purpose is to generate hypotheses of how
people deal with complexity and uncertainty. The experi-
menter examines the behavior of the participants and tries to
identify what is typical and what is atypical. In the experi-
mental approach properties of the microworld are systemati-
cally manipulated to determine how these manipulations in-
fluence participants performance (see for example Brehmer
& Nihlinder, 2007).

The experiments with microworlds have revealed a collec-
tion of errors that people commit. These errors are of great
interest since they give insight to the limitations people have
when coping with complex systems (the list is compiled from
Brehmer & Dorner, 1993, and Dérner & Wearing, 1995):

1. People have problem understanding development ten-
dencies if they receive data about these tendencies as
isolated events in time. Exponential growth is seen as
linear, oscillations are interpreted as chaos.

2. People have difficulties in taking into account the dis-
tant effects and side effects of their actions

3. People tend to focus on the "here and now’. What will
happen in the future or what has led the participant to
the current situation is of less interest.

4. People have problems in coping with the delayed feed-
back concerning the results of their actions.

5. In crisis situations the participants adopt a "fire and
forget" attitude and do not check the effect of their ac-
tions.

6. When forming hypotheses people tend to reduce them
to only one or a few variables which they believe are
of central importance.
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7. People have problems in combining many courses of
actions into one. This is important when many sub-
goals must be met simultaneously. Instead people
carry out each course of action and do not take the
effects they have on each other into account.

8. Under some conditions people have problems in
choosing the appropriate level of detail of their plans.
Planning with a low level of detail ends quickly be-
cause conditions and consequences for action are con-
sidered only superficially. Planning with a high level
of detail never comes to an end.

So, what can we expect to observe from the participants
as they interact with the microworld in this study? Well, first
of all they will engage in goal analysis. Both for the overall
escort mission, but also for subgoals that emerges during ex-
ecution. As the resources are limited, conflicts will probably
arise: should I use these resources for anti surface warfare
or for anti submarine warfare? As people have problems in
constructing a course of action that satisfy several goals at
the same time it can be expected that such goal conflicts will
probably pose problems to the participants. Evidence for this
would be that the participants devote time to engage in prob-
lem solving when identifying such conflict.

The microworld used in this experiment is designed to in-
clude the most important aspects of naval warfare, so when
it comes to learning about the microworld it can be expected
that the participant will probe into how well it corresponds
to what they know from experience. What is opaque to the
participant, however, is of course the enemy, and as under-
standing the enemy is considered the most difficult part of C2
(Waldenstrom, 2008) much effort will probably be invested
in this activity.

Furthermore, the participant will probably only receive
intermittent information about the enemy’s position, so he
or she must build hypotheses about where the enemy is and
what the enemy is going to do. Since people have problem
understanding development tendencies based on piecemeal
information, how the participants build and maintain such
hypotheses about the enemy is of great interest. Problems
here will have major influence on action. Further, peoples
tendency to simplify hypotheses also bear on this problem.

Signs of problems with creating and maintaining hypothe-
ses could be that the participants have problems in organizing
the different enemy reports into plausible enemy courses of
action, or that the participant switches back and forth in his
or her belief of what a detected enemy is going to do. Both
these cases will make it difficult for the participant to plan
and initiate action to counter the enemy. Other signs could
be that the participant creates an impossible hypothesis given
the data at hand. For example, given that the enemy is spotted
at two different locations with some time between them, the
participant creates the hypothesis that it is the same enemy
unit, despite the fact that it is impossible for that unit to move
such distance given the time and the unit’s maximum speed.

In order to coordinate own actions, and handle the inertia
of the system, the participants must try to predict the devel-
opment of the operation, so actions can be initiated in due

time. This requires the participant to maintain at least two
predictive models: (1) a model of what own units will do
in the future and how long that will take, and (2) a model
of what the enemy will do in the future and how long that
will take. The participant will constantly receive information
about the own unit’s positions, so signs of problem in main-
taining the first model would be that the participant makes
estimation errors when it comes to planning movement of
own units i.e. they arrive earlier or later than expected. The
second model is assumed to be more difficult for the partici-
pant to maintain since it requires at least two things: First, the
participant must use the intermittent enemy observations and
create an understanding of where the enemy is and what the
enemy is going to do, as described above. Second, given this
understanding the participant must estimate the future enemy
movement. Problems in maintaining these models can lead
to situations where the participants find himself or herself
being ’to late’. This might force the participant to make late
minute changes to counter an unexpected threat, or high risk
taking when it comes to movement.

As execution is in large feed-back driven it can be ex-
pected that the participants will spend a lot of time monitor-
ing the situation. The purpose of monitoring is to "adapt to
changing circumstances, adjust the allocation of forces, and
harmonize the effects of the force"(US Navy, 1995, p. 9).
The participant will have to identify emerging problems and
devise proper action to counter those problems i.e. identify
threats and devise action to control that threat (an overview of
the principal elements in this activity is described in Walden-
strom, Ekenberg, & Danielsson, 2009). Problems in identi-
fying threats can lead to situations where the enemy unex-
pectedly engages the participant.

Method

Participants

The participants were acting and retired officers from the
Swedish navy, one lieutenant commander, three comman-
ders, one captain and one flotilla admiral, who were either
paid or given two movie tickets for participating. Their mean
age was 53 (min=40, max=65) and their mean years of ser-
vice were 31 (min=21, max=40).

Design

This study was designed as an individual differences study
with the purpose of investigating if differences in decision
making processes led to differences in performance. All
participants solved the same scenario and performance was
determined using a measure of mission success. A general
model of the participants’ decision making process was con-
structed. This model was used to identify individual differ-
ences and relate those to task performance.

Microworld

The microworld used in the experiment was the Simple
Surface warfare Model (SSM) in which the participant as-
sumes the role of a navy commander located at his or her
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command post. The overall task that the participant has to
solve depends on the scenario, but what the participant does
in the microworld is to give orders to own units, either to go
somewhere, survey its surroundings with a sensor, or fire a
weapon. The results of these actions are reported back to the
commander, who then must make new decisions based on
this new information. This continues until the overall mis-
sions is either solved or failed.

The main screen of the microworld is shown in figure 1.
The central part of the main screen is the tactical map (1).
On this map all own units, together with a common opera-
tional picture (COP) is displayed. The COP is vital to the
commander because it is a representation of everything the
own force detects with its sensors at any given moment?. The
COP is created by merging data provided by the sensors on
all own units, and its functioning is best illustrated by an ex-
ample. In figure 2(a) a symbol representing an own unit is
displayed: OWN Fast Patrol Boat. The line extending from
the symbol represents that the unit has detected another unit
with a sensor that provides information about the direction to
the detected unit and its class, in this case an ’Enemy Attack
Corvette’. In figure 2(b) another unit in the force has de-
tected the same enemy unit with a sensor similar as the one
of the first unit. The COP-logic now automatically creates
a symbol representing the detected unit and places it at the
intersection of the two lines. Another way to obtain the class

The main screen of the microworld. (1) Map of the mission area. (2) Messages sent by own units. (3) Time control. (4) Message

and position of an enemy unit is displayed in figure 2(c) and
figure 2(d). In figure 2(c) an own unit detects a unit with
a sensor that provides information about position, heading
and speed (e.g. a radar). If this information is combined
with the information obtained from a sensor providing infor-
mation about direction and class, the COP-logic produces a
symbol of the enemy unit as illustrated in figure 2(d). At
any moment, the COP is the best view of the operations area
that can be created by the sensors in the own force, and if
the commander wants to identify any unidentified targets or
survey an area not yet covered, he or she must dispatch units
with appropriate sensors to do this.

The time control (3) in figure 1 controls the time in the
microworld. The time can be started and stopped as the par-
ticipant wants and it can be made to run at any speed up to a
factor of 30, i.e. thirty simulated seconds every real second.

All reports from the units are displayed in a dedicated
message window as illustrated in figure 1 (2). Whenever a
message is displayed the time is stopped to give the partic-
ipant time to read the message. When the participant has
read the message it is closed by clicking on it and the time
starts running again. In order to not "flood" the participant
with messages regarding the COP, only the first contact with

? Actually everything the own force has detected within a certain
time interval
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Figure 2. Creating the common operational picture

a new unit is displayed as a message. All further updates
of that contact is done automatically by the COP-logic until
no unit in the force has contact with that unit anymore. At
this point a message is displayed to inform the participant
that the force has lost contact with that target. All messages
that have been displayed are stored in a message list. This
gives the participant the opportunity to go back and look at
old messages if needed.

To give orders to the own units, one clicks on the unit’s
symbol. This brings up a menu that contains the actions that
can be performed by the unit. From this menu the participant
can issue movement orders, sensors can be turned on or off,
and weapons can be fired. It is also possible to display the
ranges of all sensors as well as the ranges of all weapons. The
computer controls all enemy and neutral units. Neutral units
do nothing but move along their specified routs. The purpose
of having them in the microworld is to make it harder for
the participant to identify contacts, e.g. when the participant
uses a radar to survey an area, is the detected units neutral or
hostile?

Enemy units behave in the same way as neutral units.
They proceed according to their routes unless they detect a
unit from the participants’ force, at which point they will fire

an appropriate weapon if the unit is within range. The en-
emy base decisions to fire weapons on the information in the
enemy COP, which is created in exactly the same way as the
participants COP. However, a few simple rules are used to
identify the contacts in the COP that should be engaged.

Scenario

The scenario took place in the Baltic Sea and the time
was set to November 28" 15:00 hours. Reliable intelligence
stated that the enemy was planning to invade the island of
Gotland as part of an operation primarily aimed at another
country in the region. To prevent this, an infantry brigade
had to be transported from the Swedish mainland to Gotland.
The enemy could invade Gotland no earlier than December
1%, but did have some capacity to disturb the transport. On
Gotland two ports, Visby and Klintehamn, could be used for
debarkation. To make sure that the brigade could establish
defensive positions, the brigade had to debark no later than
November 30" at 18:00.

Task. The participant had to take command of a naval task
force, and plan and execute the transport from the Swedish
mainland to the island of Gotland. The naval task force
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consisted of the following units: Four anti submarine war-
fare (ASW) and anti surface warfare (ASuW) corvettes, four
ASuW missile crafts, and four ASW/ASuW fast patrol boats.
The infantry brigade was loaded onto three transport ships,
of which two could depart at 19:00 tonight, and one at 22:00.
The port of Visby allowed for two transport ships to unload
at the same time, and the port of Klintehamn allowed for
one. It took five hours to unload one transport ship. The
participant also controlled one radar surveillance helicopter
and two ASW helicopters.

Detailed intelligence stated that six enemy attack corvettes
and one enemy radar surveillance helicopter were currently
active in the area of operations. Of these, four attack
corvettes were in the Gulf of Finland and two attack corvettes
in the Bay of Riga. These corvettes would, however, not
move west of longitude east 22° earlier than 23:00 the first
evening according to reliable sources. It was also suspected
that an enemy submarine was patrolling the waters north
west of Gotland. The rules of engagements stated that the
enemy could be engaged without warning.

Own plan. The former task force commander had pre-
pared a plan for the mission. This plan exploited the intel-
ligence report saying that the enemy could not move west
of longitude east 22° no earlier than 23:00 the first evening.
This gave an opportunity to "rush" with two transport ships
and make them reach Gotland before the enemy could move
within range to engage them. The last transport ship would
then move south at slow speed and take position in the main-
land archipelago west of Gotland. When own forces had es-
tablished control in the waters west of Gotland the last trans-
port ship would be escorted from its position to either Visby
or Klintehamn.

Enemy plan. The idea in the enemy plan was to initially
conduct raids on Swedish forces with the objective to dis-
turb any reinforcement of Gotland, while later try to estab-
lish control in the waters east of Gotland as preparation for
the landing forces. The plan for raiding was to be very ac-
tive north of Gotland using the four attack corvettes from
the Gulf of Finland, while moving silently with the corvettes
from Bay of Riga to a position south of Gotland. From this
position they would engage any Swedish forces moving west
of Gotland. Eight hours before landing forces on Gotland, all
remaining attack corvettes plus two additional attack corvetts
would be used to establish control west of Gotland.

Injects. Four injects were prepared. The first inject, given
to the participant November 28" at 22:15 scenario time?,
stated that enemy forces had crossed longitude east 22°, one
hour earlier than anticipated. If the participant had used the
original plan this meant that the enemy now threatened at
least one transport ship. The second inject, given to the par-
ticipant at 23:43 November 28t revealed that mines had ex-
ploded just outside Visby harbour. This meant that the par-
ticipants were forced to unload all transport ships in Klin-
tehamn, which would lead to an extended debarkation pro-
cess. The third inject, given to the participant November 291
at 02:18, stated that the enemy had begun loading troops in

several ports in Bay of Finland. This indicates that the en-
emy is ready to invade Gotland earlier that anticipated. As
a result the brigade must be unloaded no later than 22:00
November 29", The last inject was given to the participant
08:14 November 29" and stated the enemy attack corvettes
are moving in the south of the Baltic Sea and might threaten
the participant’s south flank.

Procedure

The participants were informed about the purpose of the
experiment and were briefed about how it would be con-
ducted. To train the participants in ’thinking aloud’ they
were instructed to solve the 'Necklace problem’* while ver-
balizing their thought processes. They were given 15 min-
utes or until the problem was solved. The next step was to
train the participants in using the microworld and a simple
search-and-destroy task was used as a training scenario. This
training session continued until the participant had solved the
task.

The participant were told that he or she, on short notice,
had to replace the former task force commander who had
disappeared under mysterious circumstnaces. The partici-
pant were given four different documents: A scenario de-
scription containing the task to be solved, a roster of own
forces, and intelligence about the enemy; a combat-estimate
made by the former task force commander; a geographical
representation of the plan; and a spread-sheet illustrating the
temporal aspects of the plan. The participants were also pro-
vided with a chart of the operations area together with rulers,
compasses, pencils and paper and were given 45 minutes to
read the documents. Clarification was given if it was deemed
not to interfere with the experiment. The participants were
also instructed to make any changes in the plan that he or she
felt necessary.

When the participant was ready the initial changes to the
plan was entered into the microworld and execution began.
During the experiment the participant told the experimenter
what he or she wanted to do in the microworld, and the ex-
perimenter entered the necessary instructions into the sys-
tem. The main screen of the microworld was displayed on a
52" HD TV and the participants sat by the table or stood in
front of the screen as they saw fit. The experiment was ended
when the task was solved or when the participant aborted the
mission. The duration of the experiment was about six hours,
two hours of training and preparation, and four hours of exe-
cution.

Measurements

The variables measured was (1) the participants decision
making process, (2) task performance, (3) quality of sce-

* All time references here refer to scenario time in the mi-
croworld.

*One version of the problem is: "You are given four separate
pieces of chain that are each three links in length. It costs 2$ open a
link and 3$ to close a link. All links are closed at the beginning of
the problem. Your goal is to join all 12 links of chain into a single
circle at a cost of no more than 15$"
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nario, (4) quality of execution, (5) the participants general
command experience, and (6) the participants command ex-
perience in the current scenario.

Decision making process was operationalized as the cog-
nitive activities used when interacting with the microworld,
and was measured using think-aloud protocol together with
screen shots from the microworld. Think-aloud protocols
have been used extensively within problem solving research
(see for example Newell & Simon, 1972) and it is suggested
that it does not interfere with the problem-solving process
(Ericsson & Simon, 1980). To determine individual differ-
ences, two different measures of the decision making process
was developed: (1) a quantitative measure that described the
distribution of the participant’s decision making activities,
i.e. the percentage the participant engaged in each activity,
and (2) a qualitative measure that described how elaborate
the participant’s decision making process was. The quali-
tative measure was operationalized as the mean number of
decision making activities covered by the participant in one
coherent reasoning chain. The more statements that are in-
cluded in reasoning chains, and the longer the chains, the
higher this measure will be.

Task performance was operationalized as mission success
and was measured as the weighted sum of number of trans-
port ships safely escorted to the goal harbor, number of own
losses, number of neutral ships sunk, and number of enemy
units sunk. The measure reflected the following rule: Getting
all transport ships to the goal harbor was ranked as most im-
portant, so getting three transport ships to harbor but losing
all your own forces was a better result than getting two out of
three to harbor without losing any own units. To distinguish
between those who got the same number of transport ships to
the goal harbor the number of own losses, number of neutral
ships sunk, and number of enemy units sunk was used. Here
an own unit and a neutral unit were ranked equal; losing four
own units was equally bad as losing two own units and sink-
ing two neutral units. Losing one own unit or sinking one
neutral unit was ranked as bad as it was good to sink two en-
emy units. So losing one own unit could be ’compensated’ by
sinking two enemy units. This yielded the following formula
for calculating mission success using variables, performance
(p), number of enemy units sunk (#pemy), number of own
units sunk (u,,,), and number of neutral units sunk (t,eu1ra1)

p = m X max (uenemy -2X (Mown + uneutral)) +

+ Uenemy — 2x (Mown + Mneutral) (1)

Quality of scenario was operationalized as the participants
subjective opinion of the scenario and was based on the sum
of two quality criteria measured on a six level Likert-scale,
(a) ’Do you think there was enough information in the sce-
nario to allow you to play your role?’” (1=not at all, 6=com-
pletely), and (b) "How did you perceive the level of uncer-
tainty in the scenario?” (l=very low, 6=very high). The
purpose of measuring this variable was to determine if the
scenario allowed the participant to take the task seriously.

To establish the quality of scenario it was assumed that

sufficient amount of scenario information, and a medium
level of uncertainty should be ranked the highest, and that
too little scenario information plus either too low uncertainty
or too high uncertainty would be ranked the lowest. To reflect
this assumption the following rule was used, where mean .y,
denotes the mean value of the uncertainty scale (in this case
mean.q. = 3.5 since the scale had six levels, yielding a scale
with levels 2-12):

quality = enough information +
+ 2 X meangeq, — [uncertainty — meangcq.| (2)

Quality of execution was operationalized as the participants
subjective opinion of playing the commander and was based
on the sum of two quality criteria measured on a six level
Likert-scale, (a) *Was there enough time to allow you to com-
mand in a good way?’ (l=very little time, 6=very much
time), and (b) ’Did the microworld reproduce the corre-
sponding situation at sea sufficiently enough to allow you
to immerse in the scenario and play your role?” (1=not at
all, 6=completely). The resulting scale had levels 2-12. The
purpose of measuring the first variable (a) was that high lev-
els of time pressure and stress tends to reduce the cognitive
capacity that a participant can devote to solve a complicated
task (Zakay, 1993).

General command experience was operationalized as the
time the participant had commanded on corresponding levels
during his or her career, both during exercises and missions,
measured in weeks.

Command experience in the current scenario was oper-
ationalized as general command experience but only mea-
sured the number of weeks in similar scenario as in the ex-
periment. Both experienced variables was measured because
it can be expected that experience is correlated with task per-
formance.

Data collection and analysis

To capture the participants decision making process the
participant was fitted with a head-mounted camera that
recorded both what the participant was saying and what he
or she was looking at. As a back-up system an overview
camera was placed behind the experimenter and was setup to
record all sound in the room together with the main screen of
the microworld. To determine the events triggering the par-
ticipants decision making process a screen-capture program
took screen-shots of the microworld every other second pro-
ducing a *movie’ of what was displayed of the screen. To
establish task performance all missiles fired and ships sunk
were logged by the microworld. The quality of the scenario,
the quality of execution, the general command experience,
and the command experience in current scenario were col-
lected by a questionnaire.

The voice recordings of the participant and the experi-
menter were transcribed verbatim. The head-mounted cam-
era, the overview camera, and the movie of the microworld
were loaded into a reconstruction software called F-REX (see
Andersson, Pileman, & Hallberg, 2008). F-REX allows the
researcher to play several data sources simultaneously and
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was used to identify the microworld events and the scenario
time related to the participants verbalized thought-process.
The events and scenario time was entered in the transcrip-
tion. Each transcription was then reduced by the author in
three steps. The first step consisted of reducing the text to
more compressed statements as illustrated by the following
example:

Transcription:

<15:21 contact with enemy radar surveillance
helicopter>

Participant: ~ Radar surveillance helicopter,
ok, it’s probably over land somewhere, over
the Baltic states in this scenario...oh that far up
north...and we had no opportunity to use own
fighter aircrafts?

Experimenter: Sorry

Participant: And we have no ships that can
strike it. Well then you have to assume that
this picture not then, for the opponent starts to
clear up maybe that there are movements in our
archipelago towards south.

Statement:

<15:21 contact with enemy radar surveillance
helicopter>

Up in the north. Then you have to assume the
the picture does not start to clear up, maybe that
there are movements in our archipelago towards
south.

The second step of the reduction consisted of arranging
the statements according to scenario time on large sheets of
paper. This gave an overview of each participants decision
making process. The author then analyzed the statements
and reduced sequences of statements to even more compact
activities. In the final step of reduction the activities were
grouped and related to each other to form a model of the
participants decision making process.

To obtain the quantitative measure of the participant’s de-
cision making process the transcripts were reanalyzed. State-
ments in the transcripts that described a decision making ac-
tivity was transferred to the corresponding section in a sepa-
rate log. The log contained in total 22 categories. The num-
ber of statements belonging to each activity was then counted
and the distribution was obtained by dividing the number of
statements in each activity by the total number of statements
for that participant.

The log was also used to obtain the qualitative measure
of the decision making process. It was recorded how many
activities that was covered in a coherent reasoning chain. A
statement covering only one activity was treated as a chain
with length one. Then the number of reasoning chains was

determined for each participant. The mean length was de-
termined by dividing the total number of statements for a
participant with the number of chains for that participant.

To assess the validity of the categorization, 100 statements
(of 1212) was randomly selected so that their distribution re-
flected the overall distribution of statements. A second rater
was instructed of how the categories should be interpreted,
and were also given three randomly selected example state-
ments of each category. The second rater then categorized
the 100 statements yielding a inter-rater measure of 74% (74
of 100 statements were categorized the same).

Results

The participants mean command experience was 140
weeks (min=71, max=212), and their mean experience in
current scenario was 47 weeks (min=3, max=137). The
mean quality of scenario was 11.7 (min=11, max=12),
and mean quality of execution was 9.7 (min=7, max=11).
The mean task performance was 5.8 (min=-12, max=16,
sd=10.2).

When solving the task the participants engage in mainly
three different processes: Find Enemy Units, Counter Threat
and Exploit Opportunities, Evaluate Effects of Actions and
Events.

Find enemy units

The participants spend most of the simulation time mon-
itoring the COP with the purpose to determine which of the
contacts tracked by the own force are enemy units (see figure
3). As the operation begins, own surveillance produce a set
of contacts. Which areas that are surveyed and what sensors
the units use are determined by the current course of action.
The microworld immediately classifies each contact as either
enemy, neutral or unknown. As neutral units do not pose
a threat they do not trigger any action from the participants
part. Enemy units, on the other hand, trigger action. But
since they have been classified they do not pose a problem
to the participant when it comes to identifying them, so from
this process’ point of view they are uninteresting.

The remaining problem facing the participant is to estab-
lish the identity of the unknown units and to accomplish this
the participants use the set of unknown contacts, together
with a model of the civil shipping in the area - the neutrals
model - and a model of the enemy - the threat model.

The neutrals model. The neutrals model contains the ex-
pected behavior of civil shipping in the area, such as mer-
chant speed ranges, sea-lanes in the area, major ports, etc.
As said above, neutral units are left unattended by the partic-
ipant apart from he or she using them to update the neutrals
model, to establish what some participants called "a normal
picture”. As new neutrals are detected the model is updated -
"a bit more civil shipping than expected", "quite high speeds
for merchants" - until the participant is satisfied. The process
of ‘tuning’ the neutrals model occurs during the early stages
of the experiment.
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Figure 3. Finding the enemy

The threat model. The threat model is based on the en-
emy intelligence and creates expectations of which enemy
units are in the area, where they are, and when they can
be expected to operate in certain areas. The model also in-
cludes the participants’ knowledge about the capabilities of
the enemy units, together with their tactics. There is a re-
ciprocal relation between the detected enemy units and the
threat model. When detecting an enemy unit its location is
compared to the predicted location by the threat model - is it
plausible to find the enemy at that location given what I know
about the enemy? If there is no conflict between the expected
and detected situation, the threat model is updated given the
new information about the enemy. However, if there is a
conflict between the threat model and the perceived data, the
participants starts problem solving in order to fit the conflict-
ing data into the threat model in a coherent way.

There are some differences between the poor performers
and the good performers when it comes to maintaining the
threat model. Upon receiving new information about the en-
emy, either by own sensors or by intelligence reports, they all
try to determine what the enemy is up to given this new infor-
mation. For example, when the enemy leaves the Bay of Riga
and starts move south, all participants detect this. However,
the bad performers only do a superficial analysis of how this
influences own operations, and thus have problems in draw-
ing conclusions of what to do. This hinders them from taking
action in due time and they run the risk of being overmanned
later on. Having investigated how the participants create the
neutrals and the threat models, we can now go back and look
at how they use these models to identify the unknown units.

Unknown units are of special interest to the participant,
since every unknown unit is potentially an enemy. To deter-
mine which of the unknown units that may be enemies, the
participant uses both the neutrals model and the threat model.
Unknown contacts with a behavior that deviates from the be-
havior predicted by the neutrals model are treated as suspects
and is monitored more closely. Unknown contacts can also

be 'upgraded’ to enemies if they display a behavior that is
very different from what is expected by civil shipping, and
at the same time show a behavior that is very consistent with
the behavior predicted by the threat model, e.g. using speeds
than no civil shipping would use. Upgrading may also occur
if a suspect keeps the deviant behavior for longer periods of
time, or if it moves to a position where it can threaten the
participants own operations.

When it comes to building and maintaining the neutrals
model there is no evident differences between the good and
bad performers. However, some difference is observable
when it comes to identifying and upgrading suspects, espe-
cially regarding the best performer. He or she is very vigilant
when it comes to identify and track suspects. Small devi-
ations from the 'normal picture’ is observed and analyzed,
which leads to early identification and good tracking of ene-
mies. This is in contrast to the poor performers who are less
vigilant and needs larger deviations to identify a suspect.

Counter threats and exploit opportunities

The purpose of counter threats and exploit opportunities
is to determine if the participant needs to take any action
given the new situation. There are two events that trigger
this process: either a change in the enemy contacts tracked
by the own force, or a change in the enemy force predicted
by the threat model (see figure 4). An example of triggering
by tracked enemy contacts could be that the force detects
an enemy radar surveillance helicopter. An example of trig-
gering by the threat model is that enough time have elapsed
since the last contact with an enemy unit, to allow that unit
to move to a position where it could strike at an own unit.

When detecting an enemy unit the participants immedi-
ately tries to determine if it poses any immediate threat to
own operations. Looking at the unit’s capability to detect
own units and its capability to strike at own units does this.
The conclusion is used to determine the consequences for
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the own force and the mission. Once the consequences have
been established, the participant has to decide whether or not
he or she has to make any changes to the current operations.
Following examples illustrates this process:

Ok, then we have identified two opponents out
there...my southern missile ships will engage
them when they come within range. I assume
however that my ships have positioned them-
selves so that the enemy cannot engage them.
[They have not] Ok, then move them into a pro-
tected position.

The threat model is also used to determine if any future
threat or opportunity is about to develop. The participant
compare the threat model’s predicted behavior of the enemy
to the own course of action and determines if he or she will
be able to track and strike the enemy in the predicted situa-
tion, and if the participants have enough forces to handle the
situation.

How should I handle the attack corvettes when
they finally approach from the south, because
they will come from the south, it is their direc-
tion of movement. And at least keep, I will be
divided here in, my forces, if we think about, if
a submarine will be detected [...] you want to
keep the ASW-helicopters and costal corvettes
together but it will be impossible I will have to,
will be forced to split [them] if I should be able
to keep a guard to the south.

Evaluate effects of actions and events

When the participants have taken action or when they re-
ceive information about changed mission parameters or re-
ceive new intelligence, he or she tries to determine if this new
situation forces the participant to change the current course
of action. Three, such events have been observed: Evalu-
ate effects of battle, Changed mission parameters, and New
intelligence.

One evident process is the evaluation process following a
battle (see figure 5, top diagram). In this process the partic-
ipant seeks to determine how many enemy ships that have
been sunk in the battle, and how many own ships were lost.
Given the result they update the threat model and then try
to determine if the surviving own forces can handle the re-
maining threat. If the participant decides on changing, new
actions are devised and initiated.

What differentiates the good performers from the bad in
this process is that they are more thorough when analyzing
new situation. Good performers do not only look to the bat-
tle - I killed two of them, they killed one of mine - they also
reflect upon the overall force balance - they have four in the
north and two in the south, I have two in the north and two
in the south. Further, the good performers tend to count their
strength in missiles, not in ships, in contrast to bad perform-
ers e.g "I have 48 missiles in the north, he has 32".

Change of mission parameters is initiated when the par-
ticipant receives information that has effect on the mission
(see figure 5, middle diagram). Injects two and three - the in-
creased mine threat outside Visby which led to that only one
harbor could be used for debarkation, and the order stating
that the brigade must have taken defensive positions earlier
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than planned for - are the main examples from this experi- Discussion

ment. These changes to the mission are so large that the par-
ticipants are forced to engage in thorough analysis. In this
analysis the own course of action is analyzed with the cur-
rent threat model to determine whether or not changes must
be made. However, no evident differences between good and
bad performers were observed.

New intelligence is initiated when the participant receives
new information about the enemy (see figure 5, bottom dia-
gram). In this experiment injects one and four were of this
type. What the participant does when receiving this infor-
mation is to update the threat model and then enter counter
threat and exploit opportunities to determine if changes to
own operations must be made.

The relation between the decision making process
and task performance

The decision making process was analyzed using both the
quantitative and the qualitative measure. When using the
quantitative measure, all activities found in counter threats
and exploit opportunities was used, together with find enemy
units,which was treated as one category. Finally four activi-
ties regarding orders were added: task orders, sensor orders,
movement orders, and firing orders. This gave a total of 22
activities. The correlation (Pearson’s r) between task perfor-
mance and the the proportion of statements in each category
was calculated, yielding no significant results.> The quali-
tative measure of the decision making process was used to
calculate if there were any correlation between task perfor-
mance the mean length of the reasoning chains. This yielded
a significant correlation (Pearson’s r) of r = 0.87, p = .025.

The purpose of this study was to investigate differences
in the decision making processes of experienced navy offi-
cers while they executed a maritime escort mission, and try
to relate those differences to differences in task performance.
To achieve this, a model of the decision makers were con-
structed from verbal protocols and a performance measure
was constructed using outcomes in the microworld. To ex-
amine the decision making process two measures, one quan-
titative and one qualitative, were constructed, and the cor-
relation between task performance and these two measures
were calculated.

The results suggest that there is no correlation between
how often the participants perform a certain decision making
activity, and how well they perform in the microworld. On
the other hand, the results suggest a strong correlation be-
tween how well the participants perform in the microworld
and how many different decision making activities they visit
during one coherent reasoning chain. This may be inter-
preted as no decision making activity is more important than
another, but rather that they who perform well in the mi-
croworld considers more aspects of the task at the same time
when trying to solve it. This is also in line with the observa-
tions of the participants.

The participants in this study was quite experienced, both
form the navy in general, but also in the scenario used in

5 There were three correlations that were significant on the .05-
level: ’Can I detect the Enemy?’, r = —0.89, p = .015, *What are
the risks for my mission?, r = 0.83, p = .042, and ’Unit task or-
ders’, r = 0.82, p = .044. But none when using an adjusted a-level
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the experiment. The results suggest that the participants be-
lieved that the scenario was of high quality, and also that the
microworld and the pace of the game was good. This gives
some reason to believe that they engaged in the task, and that
they solved the task in similar fashion as they would have
done in a real setting. The study, however, only include six
participants and to get more reliable results the study must
be expanded. Further, the inter-rater reliability was moderate
which indicate that the decision making activities used needs
to be better defined in order to get a more definite result.
Nevertheless, the most interesting finding in this study is
that it suggests that it is more important to consider many as-
pects of a problem at the same time, rather than that certain
decision making activities are more important that others.
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