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Outline of Presentation

1) Introduction
2) Design of a Decision Support Architecture
3) General Architecture of the Mission Simulator

4) Integration of the Decision Support System to
the Mission Simulator

5) Conclusion



Motivating CONOPS : DARPA-NAVY Example
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Transition from a strictly centralized mission command and control into a
distributed/ decentralized mission command and control for robustness and sustained QoM




The Basic Problem That We Studied

Activity Network {a,,a,...a,}

Resources {r,}

Mission Environment
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Design of a Decision Support Architecture

* Planner
— Events/Requests
— Action Sets
* Integration of Planner and Scheduler

— Resource manager

— Task manager

e Scheduler

— Operation Constraints



General Architecture of Mission Simulator
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Unmanned Simulation
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Aerial and Ground Vehicles
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Adqgile Nonlinear Flight Controls
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Integration of the Decision Support System to the Mission Simulator

* Development of algorithms

— Planner

— Scheduler

* Resource-Constrained Project Scheduling Problem with
Minimum and Maximum time lags (RCPSP/max)
— This problem 1s computationally NP-hard.

* Solve & Robustify approach (by N. Policella & S. F. Smith)

— Runs well with small-sized problems (order of tens)



. Integration of the Decision Support System to the Mission Simulator

* Solving step of the scheduler

— Earliest Start Time Algorithm (by N. Policella & S. F. Smith)

* Precedence Constraint Posting Scheme
— Selecting a contention peak

— Posting a precedence constraint to solve the conflict

resource profile analysis

1 -
resource
temporal - precedence

flexible constraint

time
I

temporal constraint propagation




Integration of the Decision Support System to the Mission Simulator

* The temporal space partitioning approach
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. Integration of the Decision Support System to the Mission Simulator

* Benchmark sets from RCPSP/max problem repository are used.

(C. Schwindt. Project generator progen/max and psp/max-library.
http:/ /www.wior.unikatlsruhe.de/L.SNeumann/Forschung/ProGenMax/rcpspmax.html)

 These sets are UBO50, UBO100 and UBO200 of 90 instances
of problem of different size 50X5, 100x5 and 200X5 (number

of activities X number resources)



Integration of the Decision Support System to the Mission Simulator

e Evaluation Criteria

— Nfeas% the percentage of problems feasibly solved
for each benchmark set

— Imks average makespan of the solutions

— lepu  average CPU-time in seconds spent to solve
instances of the problem set

— Npc  the number of leveling precedence constraints
posted to solve a problem

— A% the average of percentage relative deviation
from known lower bound



PERFORMANCE OF THE ALGORITHMS { UUBOS50)

Integration of the Decision Support System to the Mission Simulator

TABLE 1

PERFORMANCE OF THE ALGORITHMS (UBO100D)

TABLE I

UBOS0 tmks | ALE% | tepu | Nyeas% | Npe UBO100 tmkes | ALE% | tepu | Nieass | Npe
ESTApy, | 217.671 | 28.757 | 0.360 | 77778 | s4.471 ESTA oo | 423.167 | 30970 | 3.075 | B6.667 | 120.077
ESTApys | 217.099 | 28247 | 0383 | 78889 | 55141 ESTApys | 419705 | 29833 | 3121 | 86667 | 123.538
ESTApyg | 217.306 | 27.531 | 0.400 | 80.000 | 56.694 ESTApan | 418436 | 20697 | 3166 | 86667 | 128910
ESTApy- | 218973 | 27.450 | 0373 | SL111 | 56904 | | ESTApas | 419.141 | 30,100 | 3345 | 86667 | 132974
ESTApao | 218466 | 27462 | 0452 | BL1I1 | 60.480 ESTA 407.286 | 25.645 | 79.214 | 86.667 | 195753
ESTApgy | 218699 | 27.505 | 0462 | BL1I1 | 59.384
ESTA 213.603 | 24455 | 4.004 | SBLIIL | 74.800
TABLE I
PERFORMAMNCE OF THE ALGORITHMS (UBO200)
UBO200 tmks | Are% | tepu | NieasT | Npe
ESTApis | 770.074 | 29.070 | 26,761 | 85556 | 254.961
ESTApog | 765481 | 28087 | 33866 | 85556 | 261.091
ESTA poy | 763474 | 28.603 | 31782 | 86.667 | 275.807
ESTApgo | 759766 | 27.087 | 33159 | 85536 | 281.169
ESTA 751962 | 26946 | 146283 | 86.667 | 461.436




C2 Implementation

Hardware-in-the-loop Testing of a Large-scale Autonomous

Target-Task Assignment Problem for a UAV Network
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SIMULATION OF

UAV DYNAMICS

AND CONTROL
SYSTEMS

C2 Implementation

UAV Fleet Assignment Implementations
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C2 Implementation

Experimental Platform —Software Structure
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C2 ImEIementation

Expansion of the Human-Machine-Interface (HMI) to decision-

support system for manned and unmanned fleets
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Conclusion and Future Works

The problem of the planning and scheduling of tasks in UAV
fleet C2 applications

Decision support architecture for human operators who are
responsible for high-level decision

C2 applications

Development of planner part

Testing of different type of scheduling algorithms
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Any Questions?

Thank you
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