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 A General Framework of Human Trust in Networks 
 

Abstract 
In order to achieve the Army’s vision of network centric warfare (NCW), Soldiers must 
effectively and efficiently interact with tactical networks to maintain information dominance and 
complete mission objectives.  Soldiers must possess a sufficient amount of trust in networks for 
adequate mission performance. We are investigating human trust in tactical networks by 
establishing a theoretical framework for analysis and an approach for validation of the 
framework. We identify reliability and availability as network parameters that define the 
relationship between quality of service performance and human trust in networks. A general 
framework is being developed for human trust in networks, which combines singular elements of 
trust that results in a composite measure of trust. We also present experiments simulating 
mission scenarios that require situational awareness that will test the validity of the human trust 
framework.  First, we examine the effect that the variation of a single network parameter has on 
the behavior of human trust in network. Second, we propose similar experiments to determine 
human trust in network behavior to verify the composite network parameter concept. With 
proper modeling of such relationships between humans and tactical networks, optimal network 
design with respect to network utility to the Soldier is possible. 



1. Introduction 
 
In network centric warfare operations, it is necessary for Soldiers to be given access to 
information from a wide-range of sources, and with this information, be able to perform mission 
objectives in a highly effective and accurate manner. In addition to radio communications with 
other Soldiers and their superiors, Soldiers have access to other platforms operating in the 
network, such as unmanned platforms (aerial and ground vehicles, ground sensor) data feeds, 
satellite imagery, and other information repositories. These sources of command and control 
(C2) information are passed to the Soldier through situational awareness (SA) tools, such as 
Command Post of the Future (CPOF), and Force XXI Battle Command, Brigade-and-Below 
(FBCB2). The Soldier has potential access to the nearly limitless amount of information and is 
able to make accurate, informed decisions. However, having vast amounts of information to 
process inherently limits one’s efficiency to act.  
 
One area of active research is the design of networks and associated network centric warfare 
technologies to enable the Soldier to have access to information that is appropriate and timely. 
This research is directed towards increasing bandwidth/throughput and maximizing display 
resolutions while minimizing error-rates which directly affects the users view on trust of the 
performance of the network. Other challenges include data fusion and data reduction techniques 
for optimization of the use of communications links. In general, these challenges are found in the 
realm of communication networks design. 
 
The fundamental principles of an emerging science of networks are explored for the military by 
the National Research Council [NRC, 2005]. The application of network science to the tactical 
military domain is a recent initiative undertaken by the US Army Research Laboratory (ARL) 
Army Science Objectives (ASO), which is interested in the relationship between the Soldier and 
the tactical network. One interest of this effort is to identify the impact of social and cognitive 
factors of network users on the design of network centric environments. With an idea or model 
of the dynamic relationship between the Soldier and the tactical network, it may be possible to 
incorporate such findings into subsequent design of networks. Specifically, we look at a trust 
metric of the Soldier on the network and identify its varying trust as a function of several 
parameters, including time and network quality of service.  
 
This paper provides an approach of the influence of cognitive factors the design of tactical 
networks from the perspective of human trust in networks (TiN). This paper is comprised of 
several sections. Section 2 discusses the general research problems and motivations for this 
work. Section 3 summarizes related research found in several different disciplines. Section 4 
introduces the general framework by which human trust in networks will be analyzed. Section 5 
contains an explanation and results of an empirical test to examine user trust in video with 
varying quality. Section 6 discusses future directions, and Section 7 is the conclusion. 
 



2. Research Problem 
 
In this section, we identify research problems pertinent to the social and cognitive influence of 
network design aspect of the network science research initiative. The problems of interest deal 
with the merging of the dynamics of human trust with the network design and optimization 
process. Each of the individual areas of human trust and network design has received significant 
attention, while the composite relationship is not well established. 
 
It is important to distinguish the social and cognitive impact of network design from the study of 
social networks.  The study of social networks uses a model of social relationships to analyze the 
structure of these associations to draw inference about the dynamics of a community. Typically, 
a communications network is comprised of nodes representing people and edges representing a 
certain relationship between two nodes meeting a defined set of criteria. In fact, trust between 
two parties is a potential criterion. However, the direction of this paper is to analyze the 
relationship of the interface of a user with a network. 
 
Determining models of social and cognitive relationships for network users is necessary for the 
optimization of networks to maximize utility to the user. While it is necessary for 
communications networks to be able to operate at a high quality of service, these technologies 
are of no utility to the user should the Soldier have a low or no trust in the network. Without 
trust, the Soldier will simply not use or trust any information from the particular source. In terms 
of communications networks, the study of the aspects of the physical layer and network layer in 
networks has received significant attention and resulted in an increased understanding of these 
issues. The cognitive impacts on network design have not been investigated in simultaneous 
consideration. As shown in Figure 1, there is a greater level of understanding of the physical and 
communications aspects of the network, while there is a lesser understanding of the influence of 
information theory and social and cognitive aspects relating to network science [Swami, 2008].  
 

 

  
Figure 1: Network Science Layer Stack [R. Hasenauer 2008] 

 



3. Related Research Areas 
 
This paper establishes a framework to study the relationship of the user’s trust of the network. 
There are several areas of research to which trust in networks is related. We briefly discuss 
several related works concerning to trust in automation, situational awareness and military 
decision making. 
 
In terms of trust in automation, we consider human trust in networks to be a similar problem of 
interest. Lee [2004] surveys the definition of trust and presents a model for the dynamics of trust 
in automation. Several concepts related to trust in automation are described. One concept 
discussed by Lee is the misuse and disuse of automation. Misuse failures are the inappropriate 
reliance on automation (i.e. ``over" trust), and disuse failures are the rejection of the capabilities 
of automation (i.e. ``under" trust). The definition of trust is adopted from the related research 
area of trust in automation. As stated by Lee, trust can be defined as “the attitude that an agent 
will help an individual's goals in a situation characterized by uncertainty and vulnerability.” 
(page. 54) Also, the notion of trust is examined in structured and dynamic situations, where trust 
is a critical factor in increasing productivity among organizations. In stable, structured 
environments, trust is less important. Hierarchical organizations place an emphasis on order and 
stability minimize transactional uncertainty [Moorman 1993]. Organized structures reduce 
uncertainty, resulting in appropriate well-defined reliance and generating collaborative advantage 
[Baba 1999]. Trust facilitates decentralization by making it possible to replace fixed structures 
and procedures. This concept exposes a conflict in warfighting operations as historical chain of 
command structures maintain a very structured organization, while network centric operations 
promote a highly dynamic network structure. Resolving this conflict may be a potential area of 
interest in TiN.  
 
Lee [2004] also develops a model for the composition of trust, which is comprised of three 
concepts: appropriateness of trust, the influence of context, and the characteristics of the agent. 
The evolution of trust (over time) is a result of a feedback system involving these components. 
Appropriate trust measures the match between the trust and true capability of the automation 
(calibration of trust). Identification of over trust and distrust are outcomes of this analysis. 
Contextual trust is governed by individual, cultural and organizational components, contributing 
to the initial trust in addition to the evolution of trust. The basis of trust considers automation 
methods that result in varying levels of abstraction of trust in the automated system. Three levels 
of trust are generalized, network and partner [McKnight 1998]. It is stated that the interaction of 
these three trust concepts are not well distinguished from each other. The notion of the modeling 
of composite trust is a current element of our research. In terms of the dimensions of trust, or 
those factors affecting trust in automation, Lee classifies them into three categories of goal-
oriented characteristics: process, purpose, performance. Lee includes a list of dimensions of trust 
from other existing works. 
 
There are also many studies investigating modeling and measuring trust in automation. Trust 
combines with other attitudes (workload, effort, risk, self-confidence) to form the intention to 
rely on automation.  It is noted that the type of automation potentially affects the observation of 
the dynamics of trust [Parasuraman 2000]. There is a difference between automation for reliance 
(operators act when the automation fails to provide indication that the process is functioning 



properly) or for compliance (system indicates when system is not functioning properly [Meyer 
2001]. It is also mentioned that trust in automation being modeled as a closed-loop feedback 
process needs to be studied further.  
 
Faults in automation have been studied, where the trust over time is analyzed [Lee, 1992; Lee, 
1994; Itoh, 1999]. Itoh analyzes the trust in an automated process that exhibits two varieties of 
malfunctions, burst and distributed over time. The main conclusions of this paper are that the 
occurrence pattern of system malfunctions affects the dynamics of trust and there is memory on 
the reestablishment of trust. Analyzing the effect of varying performance of the network is an 
area of investigation for our work. 
 
Additionally, the classical work of Boyd [Boyd 1987] is related to our interest in TiN. This work 
introduces the OODA (Observe, Orient, Decide and Act) Loop, which is a concept applied to 
military decision making. This is a closed-loop feedback system that models the cognitive 
process of a Soldier. It is intended as an optimization on executing this cycle quickly to create a 
decision making advantage over adversaries. Endsley [2000] provides foundational work on 
situation awareness and the cognitive process involved with information gathering in various 
scenarios.  
 
Lastly, we also consider video to experiment with the general framework of trust in networks 
that is presented in this work. There exist many perceptual studies of varying quality of video 
and the reaction from those extracting information from these videos [Chen, 2006; Ghinea, 1998; 
Ghinea, 1999; Gulliver, 2007; Webster, 1993]. Specifically, there is understanding that, despite a 
reduction in the quality of service of the video, the user is able to still extract information from 
these videos with some level of performance. The reduction in quality of service is due to 
degradation factors such as jitter, bit-error rate, and reduced frame rate. Additionally, some order 
of preference between different degradation factors is established. In terms of trust in networks, 
we are interested in the way in which the degradation influences the user’s trust. 
 

3. Specific Research Areas 
 
We have identified three areas into which this work is divided: modeling dimensions of trust, 
development and testing of experiments to validate trust models, and specifying approaches to 
optimize networks based on these trust models.  The contribution of this paper is a model 
identifying a framework to model dimensions of trust in networks and a preliminary test to 
quantify the dynamics of trust of networks from the perspective of video in the presence of noise. 
Establishing a greater understanding of the composition and interaction of these three research 
areas is the ultimate goal. 

Dimensions of trust: We present a framework that includes two parameters with which the 
performance of a network affects the trust of the user. These two parameters are network 
availability and network reliability.  There are models and concepts from trust in automation 
(TiA) research that are adapted to our investigation in human trust in networks (TiN). It is 
possible that from TiA work, that the proposed trust framework may need refining or expanding 
the parameters for which human trust in networks are dependent upon besides availability and 
reliability.  



We also consider several concepts related to the framework of human TiN. A very difficult 
problem to consider is the idea of composite trust in networks. It is reasonable to evaluate the 
dynamics of the trust in network from the perspective of one network parameter. However, it is 
quite evident that trust in networks is a function of multiple parameters. Composite trust is the 
measure of the dynamics of how overall user TiA evolves as a function of multiple parameters. 
We also expand the concept of TiA to consider elements that are specific to the networking 
environment. While in general, the TiA model is appropriate for TiN, we identify characteristics 
of this type of human-machine interaction that distinguishes TiN from other forms of TiA. 
Additionally, we also propose to investigate the composite relationship of trust to establish a 
general notion of human TiN. We are also interested in the evolution of human TiN over time, 
possibly having network malfunction or failure affect TiN. This examines the degradation or 
improvement of human trust in the system as a function of time. In TiA, models have claimed 
that human trust evolves in a manner analogous to a closed feedback loop control system, which 
is a possible direction of investigation with regard to TiN. The underlying goal of this research is 
to generate a quantifiable model of the dimensions of human trust that considers necessary 
network parameters and is able to track the temporal dynamics of human trust. 

Trust Experiments:  To verify the proposed framework for human TiN, we propose a series of 
human-in-the-loop experiments. These experiments are generated to establish quantifiable 
relationships of the human trust and the network performance. It is necessary to analyze the 
evolution of trust for each of the reliability and availability attributes as a function of those 
network parameters that affect each of the human TiN. Additionally, the dynamics of composite 
trust must be evaluated. With these models, it will be possible to estimate human TiN given 
specific network quality of service or networking parameters present in some scenario. We have 
identified several areas of investigation in the experimentation process in which we are 
interested. With particular experimental or actual mission scenarios, it is necessary to determine 
acceptable approaches and strategies to query user performance and TiA while obtaining 
quantifiable results. Currently, the optimal approach is not known in terms of the frequency of 
querying, the specific questions to ask, and the metrics to evaluate the questions. 

We developed and ran an experiment to evaluate one aspect of the framework for human TiN. 
Users were shown video of varying quality and asked to extract certain information from the 
video. This experiment was able to look at the user performance and preference as a function of 
error rates.  

Network optimization: With accurate models of the human trust in networks, the design of 
tactical networks can be adjusted to optimize its TiN to the Soldiers. For instance, it may be 
possible to adapt these TiN models for use as the criteria for establishing routing tables in routing 
protocols. Ultimately, with the TiN model, we are interested to determine if bounds on TiN are 
attainable with the adjustment of network parameters. Also, we are interested in identifying 
tradeoffs with respect to TiN when encountering various networking environments. This is a 
longer term goal of this research effort. 



4. Human Trust in Networks Framework 

We have identified human trust of the network as being described by two network attributes: 
availability and reliability. In terms of availability, some networking factors which affect this 
notion are connectivity, channel access, and data latency. For reliability, there are issues of data 
security and data accuracy which affect this attribute. For each of these attributes and the 
associated underlying factors, their performance affects the human perception of the network. 
For example, for a Soldier attempting to access a situational awareness server, how does his trust 
in the network diminish each time he is unable to access the server because of failed or delayed 
connectivity? Developing a measurable framework for the analysis of the relationship between 
networking performance and human perception of the network is an important goal of this 
research.  

4.1 General Human TiN Framework 

In this section, we present the general framework for human trust in networks. Human TiN is 
comprised of a user’s trust in the availability and reliability in the network. This trust evolves 
with time and is a function of the changing network quality of service metrics. The TiN 
framework is a derivative from work in TiA. For instance, our dimensions of trust in the network 
are reliability and availability. Also, our overall trust in automation (trust in networks) is 
represented by Thuman. 

 

 

Figure 2: Framework for the analysis of human trust of networks 
 

 

This framework can be used to analyze the human perception of trust on a network is shown in 
Figure 2. There is a set of network performance factors that figure into a networking attribute of 
trust such as network reliability, p(rely) or availability, p(avail). One aspect of this framework is 
user reaction to changes in network performance of some network factor x with respect to a 
network attribute, which is represented by Hp, x(p( x)). For example, one relationship that exists 
is the way in which packet delay, p(avail, delay), affects the trust of a user in terms of network 
availability, Havail, delay(p(avail, delay)). We note that there are several network factors that 



contribute to a composite trust in a particular network attribute, such as availability. This is 
illustrated in Figure 2 by the multiple arrows. Additionally, the network factors influencing 
availability and reliability are not necessarily disjoint. Table 1 is a list of potential network 
attributes and associated factors for the human TiN framework. 

The dynamics of how Hrely is established from multiple Hrely,x metrics is one area of interest. As 
in Figure 2, we represent the combined human trust with respect to reliability when considering 
both data security and data accuracy, Trely = f(Hrely, sec(p(rely, sec)), Hrely, acc(p(rely, acc)). This is 
one instance of composite trust in this framework. Additionally, a second instance of composite 
trust occurs when evaluating trust with respect to network reliability and network availability, 
which establishes an overall human trust in the network, Thuman = F(Trely, Tavail). It will be 
important to describe how these different measures of trust are brought together. This is the 
concept of composite trust.  

 

AVAILABILITY  RELIABLITY 

• Connectivity 
Routing protocols  
Servers in network 
Network topology 
Security/access control 

• Channel Access 
MAC protocols 
Network traffic 

• Data Latency 
MAC protocols 
Hop distances 
Node density 

• Data accuracy 
Synchronization of servers 
Current, up‐to‐date data 
Signal‐to‐noise ratios 

• Data Security 
Data integrity 
Authentication 
Validation 

Table 1: List of network attributes and associated network factors 
 

 



4.2 Network Centric Operations Specific Requirements 
 
In addition to this framework, there are several characteristics to TiN that are not inherent in TiA 
work. Furthermore, there are issues specific to the Warfighter that we must also consider. Below 
are three components of the TiN major areas of interest. 
 
Multiple users: In current TiA work, the majority of the work considers single users. Classical 
TiA studies airplane pilots and their reliance on cockpit instruments as opposed to visual cues. In 
a network centric operation, there are multiple users interfacing with the network. At any point in 
time, each user may have a direct influence on any other user in the network or on the network 
performance itself. This work has obvious overlap with trust studies in teamwork or 
supervisor/employee relationships [Tan, 2000; Nyhan, 2000]. 
 
Equilibrium state: Given network operations in the battlespace, it can be expected that each 
Soldier has a significant amount of training in using the network and its available services. 
Potentially, the human TiN is at a steady state, where any variation in the network QoS has little 
effect on the human TiN. In addition to having significant amounts of training, Soldiers within 
the military chain of command have a specific set of protocols to adhere to, limiting the possible 
uncertainty in certain decision-making scenarios. When given situations of uncertainty, it is 
expected that the subjective decision-making process is well-matched with those in the objective 
process.  This is captured in Boyd [1987]. 
 
Mission-specific information: Soldier TiN may vary for the same network platform for different 
information or mission requirements. This behavior will require the TiN model to accommodate 
multiple TiN behavior for each attribute, depending on the information requirements. For 
example, packet delay will have a varying effect on Soldier trust in the network for various 
communications media, such as voice or text messages. Ghinea [1999] determines a difference 
between audio and text in the quality of performance given the same quality of service with 
respect to packet delay.  The quality of performance is an objective method to quantifying trust 
in networks. Additionally, the TiN given the mission scenario will vary. Mission completion 
timeliness and perceived threat are two such factors that define the mission scenario. 
 
 
5. Video Experiments 
 
To verify the TiN framework established in the previous section, we developed a video 
experiment. This experiment considers the performance and preference of the user as a function 
of one network factor pertaining to the reliability of the network. The test was developed using 
the graphical user interface design tool GUIDE in MATLAB, and the videos were obtained 
through youtube.com (http://www.youtube.com/user/3rdID8487). The tests were 
administered to colleagues at the US Army Research Laboratory. The purpose of this test is to 
develop a preliminary test that evaluates the TiN with respect to networks with varying block-
error rates in a simulated environment. 
 



In this experiment, we present the user with a video of a UAV surveillance feed that shows 
several moving subjects in the frame. Additionally, the video was degraded in quality in an 
arbitrarily selected manner. We inserted noise or a block-error rate into the video 
probabilistically, where a block of 8×8 pixels was affected with probability, p. The block error 
rate was simulated by converting the grayscale color value of the entire block to be the value of 
the pixel found in the lower-left hand corner of the block. In total, there were 5 different videos 
and each of these videos were degraded with p = 0.0 to 0.5 in increments of 0.1. This resulted in 
30 videos, where the order of the videos was randomly presented to the user. Figure 3 shows a 
screen capture of one of the videos, each with three different error rates: 0.0, 0.2, and 0.5. In the 
test, users were asked two questions after each video: 
 

Question #1:  Identify the number of moving subjects in the presented video. 
 
Question #2:  Does the quality of the video give you acceptable information to 

extract the necessary information requested? 
 

 
Figure 3: Screen captures of video of varying quality 

 
 

The intention of this video test is to study the variance of trust with the variance of video quality 
caused by degrading channel quality. If the video quality were to degrade, it is expected that 
human TiN would degrade. As evident in [Ghinea, 98; Webster, 93], users can still extract 
information from video of diminished quality. The behavior that we are interested in is the 
varying trust in the value of the video with diminished quality. Furthermore, we are investigating 
the mismatch between the varying trust and ability to extract information from video of varying 
quality. This relationship has not been studied previously. So, according to the framework in 



Figure 2, the p(avail) is the video with some p, and Hrely(p(rely)) is the user’s trust in the video 
with a specific p(avail). 
 
 

 
Figure 4: User interface of video experiment 

 
 
6. Preliminary Results of Video Experiment 
 
We present some results and observations from the video test experiment. First, we discuss some 
observations and comment on the results of these experiments. Then, we show several trends of 
the user’s responses. 
 
6.1 Experimental Testing Observations 
 
In observation of those taking the video test, there were some consistent reactions and comments. 
First, there were only 5 unique videos in the test, and user’s stated that they were able to recall 
the number of moving subjects in the video snippet, even if the quality of the video did not allow 
them to accurately count. Therefore, in this test, there existed a learning behavior to the 
responses. This would have affected the results of the test from the standpoint that responses 
from subsequent occurrences of the same video would have an inflated percentage of correct 
answers. This is considered in Section 6.2. 
 
In terms of the videos used, they were existing degradation in the quality because of the original 
quality coming from the UAV cameras used to record the feed or the methods used to post them 



online. This may affect the analysis of the perceived degree of degradation in the videos, as p in 
the videos may be higher than initially stated. 
 
Also, many of those taking the test suggested improvements for the user interface. 
 

• Add a training set. 
• Give more choices than Yes/No. 
• Allow user to submit “I don’t know how many subjects there are.” 
• Some used prior knowledge, some did not. 
• Add drop down selections for answers. 
• Increase the size of the video. 
• Cross-hairs on the display were distracting. 
• Subjects not in the video for the entire duration were difficult to identify. 
• Create better database of videos to use in test.  
 

 
6.2 Video Test Results 
 
In analysis of the user responses of the test, we compare the percentage of correct responses to 
Question #1 and the percentage of “Yes” responses to Question #2. So, this establishes the 
comparison between being able to extract the required information from the video (number of 
moving subjects) with the user’s response in terms of their perception of the quality of the video. 
This result is illustrated in Figure 5. In this figure, it is apparent that despite the user’s ability to 
answer the question correctly, their perception of the video quality diminishes much quicker than 
their ability to correctly respond. Moreover, these two results indicate two measures of the user 
TiN. There is a subjective measurement of trust in terms of the responses to the question of 
acceptable video quality. In contrast, there is an objective measure of TiN with respect to block-
error-rate in terms of the ability of the user to correctly identify the number of subjects in the 
video.  
 
Given a specific mission scenario or objective, these two measures of TiN will vary. In some 
cases, we expect them to be identical. For instance, Soldiers may have requirements to extract a 
varying amount of granularity in the video to complete certain mission objectives. In these tasks, 
there may be a range of consequences associated with those decisions, yielding a change in the 
responses to Question #2. As a simple example, the response to a “Friend or Foe” question 
would receive different treatment than simply one asking to identify the number of moving 
subjects. This dynamic with the human interaction with the network is necessary for optimal 
network design and optimization. 
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Figure 5: Percent of correct responses and acceptable video quality vs. block error rate 

 
 
We also tracked the order in which the videos were shown. As stated in Section 6.1, users 
commented that they were able to use previous knowledge to identify the number of subjects. So, 
we looked at the percentage of correct responses for each video and for which order they were 
presented to the user, regardless of p. Figure 6 shows this relationship, and it is also compared 
against the average percentage of correct responses to Question #1. This result indicates that 
there is about a 10% increase in correct responses due to learning from the first time the video is 
shown to the sixth time. Obviously, the variation due to error is eliminated with a larger video 
database to choose from. 
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Figure 6: Percent of correct responses vs. the order of video shown 



 
 
We also looked at the correlation of the responses of the two questions. We considered the each 
combination of responses and plotted the distribution of the results in Figure 7. The mean along 
with +/- σ2 for each of these four combinations of responses are shown. The fraction of correct 
responses regardless of their perception of video quality reflects an indifference to p, as was also 
shown in Figure 5. For each of the plots in Figure 7, the statistics are shown in Table 2. Let “ ” 
indicate “Answer Right” and “Answer Wrong” be denoted by “ ”. 
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Figure 7: Distribution of responses for the video test 

 
 
 

n = 25  Y,    Y,    N,    N,   
mean() 0.33  0.02  0.58  0.07 
min() 0.00  0.00  0.23  0.00 
max() 0.63  0.13  0.97  .20 
σ2() 0.20  0.03  0.19  .06 

Table 2: Statistics on test results for the video test 
 

 
As these experiments relate to the TiN framework proposed in Section 4, we have established a 
relationship between the variance of frame error rate to the user trust in reliance. We have seen 
that there is a mismatch between the perception of allowable video quality and the user’s ability 
to extract information in the video. However, the measure of trust is more likely to follow the 
trend of the video quality being acceptable versus the ability of the user to extract information 
from the video. Furthermore, this is even more likely in live mission scenarios as Soldiers will 
want and require video quality that they deem to be acceptable. 



 
7. Conclusion 
 
We have presented a new framework to model human trust in networks. This trust in networks 
metric is dependent upon network reliability and availability. Additionally, we have presented 
results from a video test to measure the perception of video within a given range of network 
quality of service. This work provides initial results in validating quantifiable models for human 
trust in networks to enable the design of tactical networks that maximize utility to the Soldier in 
dynamic networking scenarios. 
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