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Abstract 
 
This paper discusses application of a natural language processing learning algorithm designed to 
automatically acquire from massive textual data normative knowledge about different cultures 
and their socio-economic characteristics, geo-political regions, and norms and habits of different 
population groups. We discuss a general-purpose, domain-independent, knowledge-based 
approach to modeling cultural and other normative aspects of human beliefs, behaviors, and 
situations. We present applications in which system-acquired normative knowledge can be used 
for advanced cultural modeling, enhancing different cultural models obtained via traditional 
methods such as manual questionnaires, in order to predict culturally correct contextual 
meanings and to predict likely future actions and reactions. 
 
Introduction  
 
Important to tell typical (normal) from atypical (abnormal) 
 
While our focus is delivering practical decision support solutions, we believe that addressing 
handling cultural and other norms requires novel learning methods. Many real-life applications 
require that human experts and decision support computer systems recognize typical (normal) 
and atypical (abnormal) behaviors, actions, and situations. When planning resource allocation in 
stabilization efforts in troubled geo-political world regions such as Sudan, one must be aware of 
existing local cultural norms and population needs as well as changing norms and needs resulting 
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from unexpected actions and new geo-socio-political contexts such as military coup and 
population migration. When monitoring a crowd and planning appropriate actions, one must be 
able to distinguish typical gatherings such as weddings from abnormal gatherings such as riots. It 
is highly desirable be able to predict a likely action of a typical member of a crowd or a typical 
crowd. 
 
Inherent subjectivity of normative knowledge – who’s to tell what’s typical (normal)? 
 
The task of telling normal from abnormal is very complex. It requires extensive, reliable 
knowledge as well as human-like in-depth reasoning capabilities of putting together incomplete, 
often uncertain and not fully correct pieces of informational puzzles. In order to judge something 
as typical (normal) or atypical (abnormal) – be it a person, a group or individual behavior, or a 
belief – one must first know what normal is. Normative knowledge appears highly subjective. 
(Wikipedia 2008) states: “Abnormality is a subjectively defined characteristic, assigned to those 
with rare or dysfunctional conditions. Defining who is normal or abnormal is a contentious issue 
in abnormal psychology.” Even things that one might hope are more objective such as activities 
of different population groups in a particular geo-political region apparently are not.  
 
Our working hypothesis explanation is that human normative knowledge is so subjective because 
it is highly generalized knowledge. Roughly, different people (experts) may have different or 
very different notions of particular norms because of their different past experience and because 
of their different abilities and inclinations to jump to inductive conclusions when generalizing 
own experience. Human normative knowledge is highly subjective because it reflects one’s 

• Individual experience – our life baggage can be so very different; and 
• Inductive learning capabilities and inclinations – we seem to be picking different aspects 

of information as important to consider when drawing conclusions; we apparently jump 
differently to conclusions – some people are quick, and others slow in forming 
generalizations; some people are conservative learners that form not overly general 
conclusions, others are aggressive learners that form bold, far-reaching, sweeping 
generalizations conclusions. 

 
Acquiring, validating existing human-learned normative knowledge from textual sources 
 
An inductive learning process of generalizing one’s experience remains a psychological and 
computational mystery. This process constitutes a fascinating research area that involves all three 
areas of Artificial Intelligence: Natural Language Processing, Knowledge Representation and 
Reasoning, and Machine Learning. This means, unfortunately, that practical results via such 
approaches such as large-scale knowledge bases with reliable cultural and other normative 
knowledge are not likely to be available soon. We offer a different solution here. Our new 
learning approach makes it feasible to have a computer system automatically acquire existing 
human-learned normative knowledge from textual sources, including open sources. Our new 
approach allows a computer system to automatically build real-life-scale knowledge bases with 
various types of reliable normative knowledge. Current emerging technologies make it possible 
to partially validate such normative knowledge by computing inconsistencies and discrepancies 
among different sources. In any application in which normal vs. abnormal computation is 
required, reliable normative knowledge is needed in order for the system to be able to compute 
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compliance with the norms and deviations from the norms. Our automatic knowledge acquisition 
algorithm discussed here addresses this practical need. This paper is organized as follows: 
 

• Section 1  provides some details about our automatic knowledge acquisition algorithm 
and advanced technologies involved; 

• Section 2  discusses examples of normative knowledge acquired from open Internet 
sources and addresses selected aspects of performance; 

• Section 3 addresses knowledge validation; 
• Section 4 discusses three applications involving reasoning with normative knowledge; 
• Section 5 discusses on-going and future work; 
• We conclude the paper with acknowledgements and references. 

 
 
Section 1   
Automatic large-scale acquisition of normative knowledge from texts 
 
In this section, we briefly discuss our normative knowledge acquisition algorithm, architectures 
of its various components and technologies involved.  
 
1.1 Automatic knowledge acquisition approach 
 
Our automatic knowledge acquisition method builds upon the work of (Hearst, 1992), (Iwanska 
et al, 1999), (Huang, 2003), and (Cimiano et al, 2004). Our scalable, domain-independent 
approach is based on a combination of weak, keyword-like and statistical methods and human-
like in-depth advanced natural language processing methods. The approach involves two major 
computational steps: 
 
Step 1: Find candidate texts. In this step, heuristics are used to identify candidate texts that are 
most likely to contain normative knowledge of interest. Input textual data such as open sources 
on the Internet and company internal documents are reduced to small fragments of texts, such as 
sentences and paragraphs. The number of such reduced candidate texts depends on the input data 
and the system acquisition mode, which maybe set by the user to be domain-specific or domain-
independent. We have determined that Internet is a potential source of hundreds of millions of 
candidate texts. This allows us to estimate that the size of real-life normative knowledge bases is 
on the order of millions of pieces of knowledge.  
 
Targeted geo-socio-political contexts: The domain-specific knowledge acquisition mode allows 
one to acquire knowledge about a targeted geo-socio-political-cultural context. Such a targeted 
context may be a particular population segment in a given geo-political region over a certain 
period of time or a particular local culture. For example, Reuters reports that the Darfur region of 
western Sudan has been the focus of international attention since 2004, when government troops 
and militia groups known as janjaweed moved to crush rebels who complained that the black 
residents of the region had been neglected by the Muslim central government. Currently 
available cultural and other ethnographic data (WVS, 2008) do not fully address characteristics 
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of the groups in this geo-political region context. In our system, the user would be able to 
describe a targeted context in plain English.  
 
The first step in our approach involves fast, mostly simple keywords-like and statistical 
processing. Occasionally, selected human-like in-depth processing is also performed; the in-
depth processing includes contextual components such as presence of certain syntactic and 
semantic structures, discourse elements, and special inferences such as taxonomic inference. This 
first step hugely reduces the amounts of textual data to be processed in the second step. 
 
Step 2: Extract normative knowledge. In this step, normative knowledge in the form of a one-
to-three sentence text is extracted. Simple keywords-like and statistical processing is combined 
here with more human-like in-depth, accurate, meaning and knowledge-level processing. For 
many candidate texts, more analysis of different contextual factors and more special inferences 
such as entailment-based inference and taxonomic inference are performed.  
 
1.2 Emerging hybrid Natural Language Processing (NLP) technology 
 
We investigate experimental hybrid Natural Language Processing (NLP) technologies currently 
under development. A novel hybrid NLP system will consist of an in-depth NLP component and 
a keywords-like, statistical NLP component, as depicted in Figure 1 below. The NLP hybrid 
system will offer increased, as compared with purely statistical methods, precision and accuracy 
of information and knowledge learned from textual inputs via human-like in-depth, cognitively 
motivated, highly accurate methods. When large, representative corpora with textual data are 
available, the hybrid NLP system will use much simpler, few resources needed, usually faster 
keywords-like and statistical text processing methods.  
 

 
Figure 1: Emerging hybrid natural language processing technologies combine human-like accurate in-depth 
information processing and computer-like fast numeric, keywords-like, statistical processing of textual data. 
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Such a novel hybrid NLP system is highly desirable in many different applications and domains 
in order to reconcile the acute need for a near-real time performance and, at the same time, the 
need to deliver human-like accurate, in-depth results of processing potential sources of 
information and knowledge. A novel hybrid processing of textual data is also important for 
automatic normative knowledge acquisition because many types of critical cultural, socio-
political and other normative ethnographic information and knowledge sources are sparse. For 
example, typical chat logs are about 10-100 pages, or about 1KB-1MB, but purely statistical 
methods to process such sparse textual data often perform poorly. At the same time, quick, ad-
hoc interactions, such as chat and email, are often ungrammatical, highly abbreviated, and 
contextual, all of which poses a challenge for in-depth methods that require near-perfect parsing 
in order to correctly compute syntactic structure of sentences and its constituents such as noun 
and verb phrases, which in turn are needed in order to compute meaning and knowledge-level 
representation. 
 
Currently, on the one hand, there are only a handful of in-depth computational models capable of 
capturing meaning of natural language and knowledge expressed in natural language such as 
English or Chinese, see (Iwanska and Shapiro, 2000). While some models exhibit human-like 
accuracy and in-depthness needed here, they require extensive resources such as dictionaries, 
grammars, and knowledge bases - see Figure 2 below - and are usually slow. On the other hand, 
widely used much simpler, keywords-based and statistical NLP methods can be fast, but they 
usually exhibit poor, unacceptable performance such as low precision and low accuracy, 
particularly on sparse data. Examples of such sparse textual data important here include: (a) Chat 
logs mentioned above; (b) Post-accident and lessons-learned reports written by people involved; 
and (c) Results of knowledge engineering human experts. Statistical NLP methods are let’s-
pretend-words-are-numbers, keyword-like methods which do not handle meaning of natural 
language very well. Some problems, such as inability of statistical methods to handle negation in 
natural language, and therefore inability to handle reasoning with negative information, are 
widely acknowledged in the literature. One of the most universally acknowledged strengths of 
keywords-like and statistical methods is their speed and therefore ability to process much higher 
volumes of textual data. 
 

 

Natural Language (NL)-motivated representation, inference
 
Iwanska’s cognitively motivated, human-like in-depth, computational model of 
natural language (Iwanska, 1992a,b) (Iwanska, 1993) (Iwanska, 1996a,b) 
(Iwanska, 2000a) in the (Iwanska and Shapiro, 2000) book (cover on the right), 
tested on high volume, multi-domain textual data, is capable of understanding 
and using negative information. It simulates many forms of human reasoning. 
It automatically computes its meaning and knowledge-level representation of 
NL capable of human-like reasoning and contextual processing. This 
guarantees human-like accurate, meaning and knowledge-level information 
and knowledge processing. The unique capabilities– handling negative 
information, spatio-temporal reasoning, and reasoning with qualitative 
uncertainty, allow the model to compute relevant, accurate, and reliable 
answers to complex questions. The answers are reliable because, thanks to 
handling negation, the model is capable of detecting conflicts, inconsistencies, 
and contradictions in multi-source information and knowledge.  
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We address the huge research and practical challenge of quickly finding relevant and reliable 
information and knowledge in massive textual data by resorting to novel emerging hybrid NLP 
technologies that will offer increased, as compared with statistical methods, human-like 
precision and accuracy of information and knowledge mined from texts by marring them with in-
depth NLP technologies. Figure 2 below depicts a general architecture of an in-depth, meaning 
and knowledge-level NLP system. 
 

 
Figure 2:  General architecture of a cognitively motivated, human-like accurate, in-depth, meaning and 

knowledge-level natural language processing (NLP) system. Information and knowledge found in different 
sources feed the system’s knowledge bases and support learning components and automated reasoning with 

numeric and qualitative uncertainty components.  
 
 

 
Section 2   
Normative knowledge acquired from open Internet sources, performance. 
 
In this section, we discuss examples of knowledge our algorithm is capable of acquiring from 
open textual sources on the Internet. We also discuss selected aspects of performance.  
 
Within Artificial Intelligence, the term knowledge is often considered different than the term 
information primarily in their coverage and generality. That Paris is a capital of France is more 
likely to be called a piece of information because it describes (predicates) a single entity and 
because it can be stored in a simple database such as a relational database. That Not many New 
Yorkers are polite is more likely to be called a piece of knowledge because it refers to a possibly 
large, mostly unspecified group of individuals and because it requires an advanced representation 
strictly more powerful that a first-order logic-based representation. The information-knowledge 
boundaries are not strict - the two terms are also often used synonymously. Other research 
communities such as Psychology distinguish information and knowledge differently. 
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2.1 Examples of normative knowledge acquired. 
 
Table in Figure 3 below shows pieces of normative knowledge acquired via manual simulation 
of our algorithm from open source English textual data available on the Internet. Even this small 
sample shows that our approach is capable of rendering many interesting general-purpose pieces 
of knowledge about different cultures, countries, geo-political regions, and population segments: 
 

• Non-trivial, generally unknown knowledge acquired. Most examples are non-trivial, 
generally unknown pieces of knowledge that may be critical for reasoning and making 
predictions about cultures, populations, and geo-political regions of future interest. 
 

• Plain English knowledge can focus human experts’ problem solving. Such general-
purpose information and knowledge expressed in plain English can be used by human 
decision makers to focus their problem solving efforts. For example, based on pieces K16 
and K19, even non-experts may conclude that religion is not a likely source of tensions 
between African and Arab population, which would facilitate situation assessment. Such 
human inference can be replicated by an advanced reasoning system. 
 

• Simulation of realistic culturally correct agents facilitated. Such knowledge can also 
be used by simulation and modeling systems in order to generate culturally and 
ethnographically correct agents and environments. Pieces of knowledge K7, K10, K11, 
K14, and K17 all facilitate the job of simulating particular contextually correct agents in 
a game-like, decision support simulation environment. 
 

• Large general purpose repositories needed because it is impossible to tell in advance 
which knowledge important. Some of such knowledge may become extremely relevant, 
even critical in a particular unanticipated earlier targeted context. It is near impossible, 
maybe even simply impossible, to anticipate what population segments or new geo-
political regions may become important in the future or what kind of knowledge about 
them would be crucial. It is therefore important to create repositories with such general 
purpose knowledge about various cultures, different population groups and different geo-
political regions in advance.  
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Id 

 
Knowledge expressed in natural language  -  ENGLISH 

 
K1 In 1990, most Americans regarded paying for groceries by credit card as unnatural. Now cards cover about 

65 percent of food sales. 
K2 Europeans have refined taste. 
K3 American hobbies include reading. 
K4 Normally this time of year, many allergy and asthma sufferers along the Gulf Coast would be struggling to 

cope with the ragweed that's now in full bloom. 
K5 Poland is 98% catholic. 
K6 A cross site scripting attack is typically done with a specially crafted URL that an attacker provides to their 

victim. 
K7 Dutch farmers, market-gardeners and so on are most of the time wearing wooden shoes. 
K8 Wiretapping is a typically Italian folly. 
K9 Under normal circumstances, a simple majority might suffice for UR [ United Russia ] 
K10 Most boys will perk up and show some interest if you talk about things that are dangerous, or immense, or 

"yucky."  
K11 Most boys are indeed more active than most girls. 
K12 Most Sudan watchers know there is no free speech or freedom of the press in the Sudan. 
K13 The destinations will sometimes be dangerous and will always be unusual - Sudan, Afghanistan, 

Kazakhstan, the Amazon, the Arctic and the Cocos Islands.  [ Paul Henry's travels, reporting ] 
K14 Abreh is a very popular Sudanese drink. 
K15 In Aweil, Sudan, women carry roofing on their homes. 
K16 In Sudan, African and Arab populations are overwhelmingly Muslim. 
K17 The indigenous people live in the upper Nile basin in the southern Sudan. 
K18 Female genital cutting regularly kills. 
K19 In Darfur region, there are tensions between African and Arab tribal groups. 
K20 In Darfur region, the African groups tend to be sedentary farmers and the Arab groups nomadic pastoralists. 
K21 Sudan is a typical intolerant muzzie country. 
K22 Koran really orders Muslims to kill anyone who disrespects their religion. 
K23 In 1995, there were only 38 Sudanese in America; now there are more than 200,000. 
K24 In Sudan, rebels frequently commit atrocities against civilians. 
K25 The armed forces had demonstrated unusual restraint during the Prime Minister's ineffectual reign, which 

neither advanced a political settlement in the savage six-year-old civil war nor dealt with the country's 
vicious poverty and famine. [ coup in Sudan ] 

K26 Yur is studying at Dengthial Primary School in Rumbeck, in southwestern Sudan. Denghtial is an unusual 
school because most of its pupils are battle-hardened former child soldiers. 

K27 In the dry season water is scarce hence, the schools were forced to relocate to areas where there was water, 
but fortunately this has changed. [ about the Eastern Upper Nile region of South Sudan ] 

Figure 3: Automatic acquisition of cutural, geo-socio-political and other normative knolwedge is possible. 
Sample pieces of knolwedge acquired via manual simulation of our algorithm from open Internet sources. 
 
 
Our knowledge acquisition approach appears to be working for any natural language, including 
Arabic, Russian, and Spanish. 
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2.1 Performance 
 
Fast weak NLP methods 
 
Our algorithm is based on a special combination of weak and in-depth, highly contextual NLP 
methods. It involves simple, but fast keywords-like processing as well as computing selective 
contextual components such as presence of certain syntactic and semantic structures, discourse 
elements, and special inferences such as entailment-based inference and taxonomic inference. On 
the average, the estimated processing time is about one minute per page of text, or about 10KB 
of textual data. Some texts can be processed within a few seconds or faster, whereas others may 
require a few minutes. 
 
Potential to acquire automatically very large-scale knowledge bases 
 
The processing speed and the combined power of search engines and our special-mix weak and 
in-depth NLP methods have a potential of yielding very large-scale general purpose knowledge 
bases (KBs) with cultural and other normative knowledge. From open-source English textual 
data alone, we estimate the size of norm-related KBs that can be learned automatically to be on 
the order of hundred millions. With the average processing speed of 1 minute per 1-page, or 
10KB text, a single processor computer system is capable of acquiring: 

• 60 pieces of knowledge per hour; it would take a computer system somewhere between a 
few minutes to half an hour to learn pieces of knowledge shown in the table above. 

• 1,440 pieces of knowledge per day, 
• 43,200 pieces of knowledge per 30-day month, 
• 518,400 per year. 

 
One way to speed the knowledge acquisition process and generate as quickly as possible a 
normative KB with multi-million pieces of knowledge is to use distributed systems. Another way 
is to resort to cyber infrastructure of supercomputers. We investigate both. 
 
Recall/Precision performance metrics  
 
Depending on time requirements, the acquisition process can be adjusted to optimize either recall 
or precision performance metric. Many applications prefer high precision to high recall, which 
reflects the bias that it is more important to have highly accurate knowledge than lots of it. 
 
Section 3    
Validation of system-acquired knowledge and expert-provided knowledge  
 
Measuring, improving quality of human and system-acquired knowledge 
 
We investigate emerging intelligent information processing technologies to facilitate validating 
information and knowledge acquired from different sources. We plan to assure higher accuracy 
of system-acquired and human experts-provided knowledge by incorporating the process of 
mutual validation. In the first part of this process, human experts evaluate the system-acquired 
knowledge, and give each piece one of the following grades, similarly to (Iwanska et al, 1999):  
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A=‘fully correct’;  B=‘mostly correct’;  C=‘incorrect’;  I=‘I don’t know’. This will allow us to estimate 
the following measures: 
 

• System performance in terms of percentage of the correct knowledge; 
• Levels and areas of (dis)agreements among human experts; we investigate developing 

mathematical formulas to measure such (dis)agreements; 
• Levels and areas of ignorance of human experts. 

 
Such quantitative and qualitative experimental findings will provide insights into measuring the 
system’s performance as well as human performance. The system-acquired knowledge can be 
used by individual human experts to both evaluate own knowledge as well as identify gaps that 
hinder their performance.  
 
 
Understanding, measuring complexity of problem domains 
 
Such experimental evaluation results may also be revealing the difficulty and the inherent 
subjectivity of different problem domains. Roughly, the harder the domain or the more 
subjective it is, the more experts disagree and the higher levels of expert ignorance. 
Experimentally established numeric values of (dis)agreements and ignorance for different 
domains can be used to compare different domains. This would allow analysts to assign various 
resources appropriately. In the second part of this mutual validation process, we investigate 
whether expert-provided knowledge can be automatically evaluated by the system. We plan to  
perform a comparative analysis of existing technologies such as evidential reasoning with 
uncertainty systems, and assess their performance on the task of validating experts’ knowledge 
(hypothesis) from open Internet sources. We also investigate developing simple methods 
implementing selected aspects of negation in natural language, the main computational method 
of detecting inconsistencies, contraries and contradictions (Iwanska, 1992)  (Iwanska, 2000a). 
 
In Section 4.3 below, we also discuss a possible increased performance in terms of higher 
reliability and speed due to double-checking information integrated sensory and non-sensory 
information processing.    
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Section 4   
Sample applications, from “soft” science theories to new computational 
theories, models  
 
The research and technologies discussed here are enablers for many highly interdisciplinary 
applications involving advances from so-called “Soft Sciences” such as Cultural Anthropology, 
Social and Political Science because they offer powerful representations, reasoning systems and 
learning algorithms that closely match human information and knowledge processing (Iwanska 
and Shapiro, 2000). Addressing computational issues in these sciences is a fairly recent 
development (Axelrod, 2005) and extremely challenging research area. Cultural computational 
models such as (Axelrod, 1997) (Goldstone and Janssen, 2005) are too simplistic and remote 
from real-life rich ethnographic data to be useful in applications such as decision-support 
systems or simulating culturally correct agents in scenario-based predictive models.  
 
Cultural norms and other normative knowledge about different population segments and geo-
socio-political regions play a prominent role in many applications. Our knowledge acquisition 
algorithm discussed here addresses some of the urgent needs in these applications for large, real 
life repositories of reliable normative knowledge to be used in decision support systems, and 
simulations, and other types of computational modeling. Below, we discuss three applications 
that would greatly benefit from the availability of such knowledge repositories: 

• Application 1:  Computational modeling of Political Will, 
• Application 2: Contextually and culturally effective message tool facilitating strategic 

communication, and 
• Application 3: Crowd monitoring. 

 
The following types of cutting-edge intelligent information processing technologies are needed 
in these highly interdisciplinary applications: 

• Hybrid, human-like in-depth and statistical multi-lingual text processing and text mining 
technologies;  

• Probabilistic evidential reasoning with uncertain, imprecise, and incomplete information 
technologies; and 

• Vision processing technologies capable of recognizing human emotions, gestures, and 
body language. 

 
4.1 Application: Computational modeling of Political Will. 
 
In our OSD/Army-sponsored POWER (Political Will Expert Reasoning Tool) project, we 
address some of these hard, from-soft-science-theory-to-computational-models issues head-on. 
We develop a predictive, rich computational model of Political Will by turning selected elements 
of Political Science theories such as shown below Brinkerhoff’s analytic framework for Political 
Will as applied to anti-corruption reforms (Brinkerhoff and Kulibaba, 1999), (Brinkerhoff, 2000) 
(Brinkerhoff, 2007) – which framework is very, very far from a computational model needed – 
into computable concepts. It is a complex, tricky process during which we also discover that 
such theories are incomplete and lack predictive aspects. For example, the Brinkerhoff’s 
framework is missing some critical parts such as accounting for the fact that the local leaders’ 
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personal, political, and/or strategic goals must at least in part be aligned with the United States 
Government (USG) strategic goals, such as those in (USG, 2005) in order for them to collaborate 
with USG; this framework is also non-predictive. Another example is accounting for illicit power 
structures (Miklaucic, 2007), which we address by incorporating some ideas from interviewed 
experts and practitioners.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Anti-corruption reform 
outcomes

Political Will: Characteristics  
 
   1. Locus of initiative 
    2. Degree of analytical rigor in  
        anti-corruption solutions 
    3. Mobilization of stakeholders  
    4. Application of credible 
        sanctions  
    5. Continuity of effort 

Support for 
anti-corruption 
reforms 

Design, 
implementation 
of anti-corruption 
reforms

Environmental Factors 
 
     1. Regime type 
     2. Social,  political, economic stability 
     3. Extent and nature of corruption 
     4. Vested interests 
     5. Civil society and the private sector 
     6. Donor-government relations 

 
In our pursuit, we are essentially creating a new computational Political and Social Science 
theory whose performance, as we strive to show, can additionally be tested on actual field 
data such as future developments in the targeted geo-political context. Our interactions with 
Political and Social Science experts with extensive field experience are tremendously useful. 
These experts not only confirm that some of our theoretical enhancements match the geo-
political reality, but also point us to the procedures and types of information and knowledge that 
result in the best results, which we missed; we replicate some of these experts’ data analysis 
findings and lessons learned in our computational model. 
 
4.2 Application:  Contextually and culturally effective message tool facilitating 
strategic communication. 
 
We are investigating developing a practical tool that would facilitate optimal, content, time, and 
desired impact-critical communications. Such a tool can be used for assessing the effectiveness 
of different messages, for generating most effective, context and culture appropriate messages, 
and for minimizing damage of messages conveying negative information. The tool is based on 
novel, meaning and knowledge-level, context and culture sensitive model. The automatic 
knowledge acquisition algorithm reported here would support this model by providing rich up-
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to-date, reliable ethnographic knowledge about different geo-socio-political and cultural 
contexts. Our envisioned tool would evaluate effectiveness of different messages in terms of 
reaching the intended audience and in terms of generating hoped for reaction and actions. In the 
simulation mode, the tool would facilitate designing the right message and choosing the most 
effective spreading medium in order to best convey intended information, maximizing positive 
reaction, and minimizing negative reaction in the intended audience. The underlying model 
needs to incorporate both physical characteristics of the spreading medium necessary for 
assessing message recipients, their number, and general characteristics such as political leanings, 
and abstract characteristics such as likely contextual and culturally appropriate meaning 
interpretations of the message necessary for assessing positive or negative impact on the 
intended audience by computing its alignment or clash with certain principles, expectations, and 
known likes and dislikes of the intended audience. The tool would use cultural and other 
ethnographic knowledge acquired from open sources as well as knowledge acquired from experts 
via knowledge-engineering methods. 
 
4.3 Application:  Integrated sensory and non-sensory crowd monitoring.  
 
We investigate developing an automated, knowledge-based crowd modeling and monitoring 
system based on integrated sensory information and non-sensory information processing. The 
sensory information includes audio and video. The non-sensory information consists of: 

• Verbal information (newspaper articles, transcribed audio, automated speech 
recognition-produced texts, and Internet open sources);  

• System-acquired knowledge (cultural, other normative and ethnographic knowledge);  
• Information and knowledge from human experts.  

 
The system uses all such information and knowledge to:  

• Determine whether a gathering at a particular location and time is routine or non-routine; 
• Assess the overall situation; and  
• Recommend the best course of action.  

 
It computes these steps as follows:  
 
First, it determines whether a gathering at a given location and a given time constitutes a crowd, 
mainly by assessing its size in the context of the location and time;  
 
Second, it computes various other characteristics of the gathering, including its mood, goals, 
intentions, leaders, and determines whether it is a routine gathering such as a football game or a 
non-routine one such as an inner city riot or a university campus anti-war protest; 
 
Third, the system identifies relevant events that preceded the gathering and those that occurred 
during the gathering within a contextually determined time period of interest; it also determines 
the results and consequences of these events, such as damage incurred by an angry crowd;  
 
Fourth, it determines crowd-related events likely to unfold, and recommends specific actions 
minimizing potential damage, such as those resulting in dispersing or calming an angry crowd.  
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Figure 5 below depicts the design and functionality of such an integrated crowd control system. 
 

 
Figure 4:   Design, functionality of CNR-NRB crowd modeling and monitoring system.  

Increased accuracy and speed performance thanks to  
Knowledge-based, integrated processing of sensory and non-sensory information. 

 
Increased performance thanks to knowledge-based, integrated sensory and non-sensory 
information processing. The crowd control system depicted above integrates sensory and non-
sensory information processing, which is designed to improve significantly its performance as 
compared with a system that uses sensory information-only or non-sensory information-only. 
Roughly, the system seeks similar information via sensors and via non-sensory knowledge 
sources and would get it right even if only one of the sensory or non-sensory sources gets it right. 
Such sensory and non-sensory duplication can also be used to effectively double checking 
information. In case when sensory-based and non-sensory-based results clash, the system would 
correctly increase or decrease information believability, thus improving its accuracy. Further 
efficiency will be obtained from a flexible, context-dependent integration. We considered a 
number of experiments that might reveal if certain types of information, for example, 
information how large the crowd is, can be consistently computed more reliably and/or faster via 
sensory information processing or via non-sensory information processing. Once established 
experimentally, we would design the system to be using the most optimal way, either sensory or 
non-sensory, to obtain various pieces of information and knowledge needed. For many 
information types necessary to process, such decision is likely context-dependent and would 
need to be computed on-the-fly once the general context is established. Lastly, for each type of 
information used, we evaluate respective contribution of sensory and non-sensory information in 
order to quantitatively confirm the advantages of the integrated sensory and non-sensory modes. 
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We anticipate that such system design and performance-related experimental results will result in 
significant, measurable performance gains ion terms of both accuracy of the results and 
processing speed. 
 
Section 5   
Future work 
 
This paper reports an on-going RD effort and some of the encouraging, but preliminary results. 
Aside from continued efforts in the three application areas discussed above, our future research 
includes pursuing the problem of more detailed hypothesis and evaluation methodology design. 
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