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ABSTRACT 

This paper describes the Raytheon Solipsys Emergency Management Command System 

(EMCS) being developed for the Hawaii State Civil Defense's Emergency Management 

Center (EMC). The EMCS fuses airspace, maritime, and natural disaster data to increase 

situational awareness, and support early disaster alert or warning. The EMCS receives 

aircraft radar data from FAA and military sensors. Maritime data is obtained from each 

ship's Automatic Identification System (AIS), which provides the ship's identity and other 

specific information. Natural disaster data comes from various sources, including the 

Pacific Disaster Center (PDC).   

The fusion of data is done at the Raytheon Solipsys Network Application 

Integration Facility (NAIF) in Lihue, Kauai, Hawaii. A key component of the EMCS 

fusion engine is the Multi Source Correlator Tracker (MSCT). MSCT synthesizes track, 

tactical data link, and sensor information from multiple dissimilar sources to precisely 

construct a single integrated picture. The integrated results are presented on a modular 

flexible display system, such as the Tactical Display Framework (TDF).  

The EMCS implements a netcentric approach to a civil defense mission. Critical 

data can cross military, civilian and state government network boundaries; data is shared 

and fused into information essential for emergency preparation and response.  

 

INTRODUCTION 

The Hawaiian Islands are exposed to several natural threats. Among these threats are 
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hurricanes, tsunamis, and wildfires. Counties in the Islands have worked to become 

designated disaster resistant communities through disaster preparedness, education, and 

emergency response coordination [6].  

In addition to natural threats, there are threats from the air and sea. The State of 

Hawaii has ten commercial ports, in four districts, located on six islands. The State's 

primary harbor is Honolulu Harbor located on the island of Oahu, handling all the State's 

overseas arrival and departure traffic. The inter-island cargo transportation system is also 

centered in Honolulu Harbor. There are seven major airports located in the State, with 

several having direct flights to the continental US or International destinations [3, 4]. 

During a disaster, the collection and dissemination of actionable intelligence is 

key in protecting citizens and property. During the infrastructure disruption that typically 

accompanies a disaster, the homeland defense mission must continue. The EMCS allows 

emergency management personnel to perform their mission before, during, and after a 

disaster.  

 
Emergency Management Center 
 
The EMC implements the functions outlined in the National Incident Management 

System (NIMS). EMC personnel are responsible for managing the implementation of 

emergency response plans and the central coordination of all response efforts [2]. 

TDF is displayed on workstations at the EMC; however, handheld devices may be 

used by senior management when they travel to survey sites and provide direct interface 

to operators at the EMC. EMC users may require access to numerous databases, for 

example, the phone numbers and locations of the management of participating disaster 

response organizations. One potential application to access would be the teaming of 
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available resources to handle a specific situation, by calculating which team is best suited 

to respond, using the location and status of all relevant personnel and equipment.  

Since EMC users are at the center of the effort, they will receive updates from all 

response participants, including civil and national defense. They are able to view 

weather; the overall status of operations; positions of reporting units; and other vital 

information. Their output is instructions to direct and redirect efforts.  

Radar data feeds, AIS data, and disaster information from the Pacific Disaster 

Center (PDC) are sent to the NAIF. The NAIF hosts the data hub and fusion engine and 

generates a common picture for the EMC. The data paths for the EMCS are shown in 

Figure 1.  
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Figure 1. Data Paths for the EMCS System. (NASA photo Visible Earth MODIS Satellite Image, 
Visible Earth Project (http://visibleearth.nasa.gov/)) 

 
 
 

 3



BACKGROUND 
 
The main components of the Emergency Management Command System (EMCS) are: 

the Multi Source Correlator Tracker (MSCT), the Project ATHENA Maritime Domain 

Awareness System, and, the Tactical Display Framework (TDF). A key component of an 

upgraded EMCS is the individual tactical display (iTAC). 

 
Multi Source Correlator Tracker 
 
The Multi Source Correlator Tracker (MSCT) is a collection of robust and reusable 

software components, which interfaces with many common military data protocols, to 

provide high-fidelity fusion of local and remote radar sources. MSCT synthesizes track, 

tactical data link, and sensor information from multiple dissimilar sources to precisely 

construct a single integrated picture. MSCT can incorporate data from a wide range of 

legacy processing and communication configurations; fusing data from real-time, near-

real-time, and non-real-time sources. The proven correlation and data fusion engine can 

handle more than 17,000 tracks and upward of 20,000 plot updates per second from over 

100 simultaneous sensor and system feeds [5].  

The Automatic Identification System (AIS) provides the ship's identity, type, 

position, course, speed, navigational and other safety-related information [1]. MSCT is 

used to combine the AIS information and the air radar picture together and format the 

data for display [5]. 

The sophisticated correlation and tracking algorithms contained within MSCT are 

field-tested and mature. With fully customizable correlation and track fusion processing, 

the MSCT provides the flexibility required by its end-users.  

MSCT is well deployed in the US military and several foreign nations.  It 
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provides the fusion and correlation capability for the NORAD Contingency Suite (NCS) 

which was deployed shortly after the tragic events of 9-11.  It also provides that same 

capability to the National Capital Region-Integrated Air Defense System (NCR-IADS) 

which defends Washington DC and has since 2002. 

 

Project Athena Maritime Domain Awareness System 
 
The netcentric Project Athena is a command, control, communications, computers, 

intelligence, surveillance and reconnaissance (C4ISR) system used primarily for 

Maritime Domain Awareness (MDA). Athena is based on a proven systems architecture 

used by NORAD, with a framework based on a tiered, service-oriented architecture. It 

uses off-the-shelf components and conforms to the Department of Defense architecture 

framework standards. Athena employs a suite of Raytheon Solipsys products including 

TDF, iTAC, MSCT and ESPRIT [7, 9]. 

Athena uses sensor data from radars, cameras, and other sensors combined with 

databases and intelligence to provide high performance situational awareness, fusion, 

analysis, and knowledge management to monitor vessels at port, regional or global levels 

[7, 11]. Databases storing boat ownership information, boat histories, and a vessel's 

history of traffic patterns, are used to determine if a vessel exhibits unusual activity [11]. 

Athena is capable of processing multiple inputs on many thousands of tracks [7]. 

Example Athena displays are shown in Figure 2. 
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Figure 2. Current Ship Information and Ownership Information. 
 
 

In addition to situational awareness, Athena utilizes rule-based anomaly detection, 

anomaly analysis and software agent capabilities, packaged with network centric service 

capabilities [7]. Athena uses four classes of tools: Baseline Evaluation, Deterministic 

Rule-based Evaluation, Non-Deterministic Behavioral Anomaly Detection, and 

Informational Anomaly Detection [10]. It generates timely and actionable surface vessel 

intelligence that can be distributed to various local, state, and federal agencies [9]. 

Project Athena has been sponsored by the Counter Narcotics and Terrorism 

Program Office (CNTPO) to develop, integrate, and test a comprehensive MDA 

capability [9]. Athena successfully demonstrated its capabilities in support of the U.S. 

Customs and Border Protection (CBP) Rio Grande Sector and 14 other interagency 

partners in a six-week exercise. During the exercise, Athena was successful in the 

detection, interception and deterrence of threats, drugs, and alien smuggling across the 

U.S.-Mexican border. The joint operations area included land borders, and a coastline 

that included nine ports of entry [8]. The Athena installation at the NAIF is shown in 

Figure 3 and 4. 
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      Figure 3. Athena User Stations at the NAIF.      Figure 4. Athena Server Hardware. 
 

Tactical Display Framework  
 
The Tactical Display Framework (TDF) is a visualization tool, based on an open plug-

and-play architecture. The flexibility of TDF is enabled by its pure 100% JAVA 

implementation. The architecture and implementation of TDF make it adaptable to 

specific users, classes of users, or multiple user applications.   TDF can support the 

viewing of information in a high update rate tactical situation, displaying over 17,000 

tracks. TDF has also been implemented in a web-based version facilitating collaboration 

in a bandwidth-limited environment. TDF has been demonstrated on a variety of display 

devices, including a hand-held PDA.  

TDF supports multiple symbol sets, mapping products, interactive queries and 

decision aids. TDF provides for a wide variety of map, image, terrain and geo-spatial data 

that are fully integrated with display features. TDF currently implements rule-based 

decision support.  

Different users may require different data displays, based on their role as part of a 

disaster relief effort. TDF provides visualization through the use of role-based profiles. 

Profiles can be used to store customized information displayed for all types of users, at 
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any level in the disaster management chain of command and in any area of 

responsibility. Starting with the role-based display, a user can change the TDF display in 

real-time, altering how data is presented. Through this customizable and flexible display, 

the same data are made available to all levels of emergency management decision 

makers. TDF accommodates users independent of their computer's operating system, and 

the amount of bandwidth available to each.  

TDF can display data from land-, sea-, air- and space-based sensors, and user 

input. Its structure provides multiple levels of information access. For example, the 

military sensor information displayed to those involved in civil defense may not be 

displayed to search and rescue crews.  

There are well over 1000 users worldwide operating TDF to provide data link 

management, situational awareness, track and plot management, doctrine/intelligent 

agent support, map management and display, overlays, comprehensive attribute details, 

and track history.  

Since TDF is written in the JAVA programming language, it can and has been 

migrated to several computing architectures. It is also forward-compatible with future 

architectures. 

 

Individual Tactical Display 

TDF has been demonstrated on several platforms; it is most frequently used on 

workstations and on hand-held devices, such as a personal digital assistant (PDA) and a 

smart phone. This handheld form of TDF is called an individual tactical display (iTAC). 

The iTAC can display numerous types of static data (e.g. maps, imagery) as well as 
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dynamic data (e.g. sensor plots, tracks, weather). Data for the iTAC is provided through 

secure server connections to data providers. An iTAC has a component-based 

architecture, allowing it to be configured for displaying digital data including aircraft, 

ships, ground vehicles, sensor information, ship manifests, and personnel locations.  

Figure 5 shows the iTAC web service hosted on a Hewlett Packard iPAQ PDA 

with a wireless air card. Figure 6 illustrates an example of the type of data that can be 

associated with a symbol and the display of weather data.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. iTAC Features. 

 
 

  

Figure 6. Track and Weather Data on iTAC. 
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Users interact with iTAC through the PDA touchscreens using a stylus for direct 

manipulation of the screen, or the multi-purpose navigation buttons. The iTAC has an 

interactive drawing feature called the Telestrator™ that permits users to scribble directly 

on the screen and exchange graphical annotations with each other (Figure 7). When a 

user places a scribble onto the display, the username is associated with the scribble 

allowing other users on the network to determine the source of each graphic. Scribbles 

can be deleted through one-click actions. iTAC also has chat support for up to 12 users, 

which would support communication between adjacent teams in the field, or between 

field and headquarters users. 

 
Figure 7. iTAC Telestrator™ Feature. 

 
iTAC is ideal for mobile and remote usage. The iTAC can be used in 

environments where wireless cell service is prevalent such as large cities, or 802.11 

(WiFi) protocols can also be used in constrained geographic areas or enclosed spaces for 

mobile situation awareness. In a disaster scenario, connectivity might be implemented by 

the deployment of temporary communication routing devices. Data transmission can be 

secured by using an encrypted virtual private network (VPN) connection. One TDF 

display server can support approximately 5-10 iTACs. By default, the iTAC display will 
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automatically refresh every 15 seconds. An iTAC screen can be refreshed at a rate 

between 1 to 30 seconds.  

Each group of iTACs requires communication with a central TDF server that 

provides display images to the less computationally capable portable devices.  

Using the wireless iTAC enables the user to display and interact with an unlimited 

number of fully integrated data bases in near real time. Typical applications are viewing 

maps, high resolution imagery, weather, special use regions and asset locations and status 

in near real time (within seconds). The user can then interact with the iTAC presentation 

to annotate regions or get detailed information about any item that appears on the screen.  

 
 
SCENARIO 
 
Disaster Response Roles 
 
There are a myriad of roles in the disaster response scenario. The following list is 

representative and not exhaustive: local ambulances, hospitals, police, and firefighters; 

county and state police; the National Guard and US military; air ambulances and 

surrounding area hospitals; NGOs from out of the area; power, water, telephone and 

cable providers; and information officers responsible for keeping all disaster response 

personnel, as well as the public, informed about ongoing efforts.  

Since their use of TDF would be similar, we chose to group these users into the 

following user categories: emergency management; first responders; search and rescue 

teams; civil defense; national defense; medical; evacuation; information, shelters; NGOs; 

and utilities. Emergency management is the central agency tasked with the leadership and 

coordination of all efforts that implement the response. First responders include police, 
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fire, and ambulance personnel. The search and rescue teams might be made up from 

several of the original user groups, and are considered together in a composite role 

because they perform the same activities in the response. The civil defense role is 

performed by the state police, National Guard, and US military; the national defense role 

will fall to the US military and National Guard. The medical group includes stationary 

sites for triage, on-site treatment centers and hospitals. The evacuation users are involved 

in moving people in all stages of disaster response: pre-planned movement before the 

disaster strikes; transport to local and distant shelters; and emergency medical 

evacuations. The users in the information role have responsibilities for briefing and 

debriefing those emergency responders in field, such as first responders and search and 

rescue teams. They also have the responsibility to keep the public informed. Those users 

in shelters are dealing with the issues of housing, feeding and caring for the evacuees. 

The NGOs are involved in distributing supplies, potentially counseling evacuees, and 

participating in other categories as needed. The utilities users are those who repair and 

restore power, water, telephones, cable television, and internet.  

The sections below discuss the roles involved in disaster response, and describe 

what data they could provide to the EMCS.  

 

Example Scenario 
 
The scenario considered in this paper is a natural disaster in Hawaii where there may be 

some advance warning. We highlight the netcentric operations in the time during and 

immediately after the disruptive event; however netcentric operations can extend beyond 

immediate relief to recovery efforts. The response could also apply to a major incident, or 
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terrorist act. 

A devastating natural disaster, such as a hurricane, passes through the Hawaiian 

Islands. The disaster destroys or disrupts households, businesses, roads, airports, and 

communications. National and civil defenses are compromised, and temporary sensors 

are brought into the area. Non-governmental organizations (NGOs) deploy to the affected 

areas. 

During the chaotic aftermath of the event, intersections have lost traffic control 

signals. Roads are washed out or blocked with debris. Active power lines have fallen. 

There have been significant failures in all utilities, including power outages and gas 

leaks. There are numerous instances of people who are stranded, trapped, or seriously 

wounded. Many people are left homeless. There are areas where people have been 

evacuated and cannot return to their homes. Hospitals begin to get insight into the 

magnitude of the disaster, and are reaching out to neighboring hospitals on other islands 

and on the mainland for the supplies and support they will require.  

The EMC receives updates from the field about casualties and dangerous 

situations. Structures have collapsed all over the island.  Field personnel collect 

information that would benefit others with different missions. For example, rescuers see 

downed electrical power lines and repair workers find casualties. First responders 

transition from one location to the next, responding to the most urgent calls. As soon as 

conditions permit, search-and-rescue personnel begin door-to-door searches for survivors 

in the most affected areas.  

One potential application using all the available data is route updates for first 

responders in response to rapidly changing circumstances (Figure 8). This would be 
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useful in the case of deteriorating infrastructure conditions, or for volunteer personnel 

unfamiliar with the local area.  

 

"Accident here" 
"Bridge is down!" 

"Traffic jam" 

I need 
route 

status! 

The ambulance contacts the Hub for area information 

Figure 8. Routing First Responders. 
 
 

Emergency broadcasts begin and the public is tuned in for updates about the 

disaster response and timelines of restoration of services. People are listening for 

information about further evacuations, or when they can return to their homes. The 

disseminating of current and correct information is essential to avoiding panic.  

All of the participants in disaster relief need to be able to communicate with each 

other and pass relevant data pertaining to their missions to the Emergency Management 

Center.  

 

Upgraded System Scenario 

In the upgraded version of the system small, portable devices are used. Data can be 
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displayed on a Portable Digital Assistant (PDA), individual tactical display (iTAC), 

phone, or laptop. Small handheld devices such as a smart phone or PDA typically have 

less processing power than a workstation; they cannot be expected to perform all the 

processing required for building a display. They will require display client software, a

communication with a display server on workstations or laptop computers. The display 

server generates composite images by combining data providers' products with user 

inputs. These images are then transmitted to the handheld device where users can vie

and interact with them.   

smart 

nd 

w 

                                      

Figu   re 9. iTAC.      Figure 10. Rugged  iTAC.                   

 
Figure 11. Tough Book. 

 

 15



 In order for there to be communication between each group of handheld devices 

and their display server, there must be a communication path. Since the existence of a 

communications infrastructure cannot be guaranteed when disaster occurs, it is assumed 

that temporary routing devices will be deployed. This would set up a system of wireless 

network needed for ad hoc communications. There can be multiple communication 

systems and paths used to access the Hub. Given that the Hub has the hardware to send 

and receive, it can acts as an information exchange allowing users with dissimilar 

communications paths to exchange  negotiation.  

ext 

tic 

horities or updated 

weathe

apsed 

 and 

 data without a priori

Customizable displays and information boxes can be extremely valuable to 

disaster response personnel. The displays can be customized by roles, tailoring the 

display with the information that a specific user needs. For example, a device used for 

search and rescue personnel could display maps with features of interest shaded to 

indicate the status of the rescue effort, or indicate markers of hazards and the user's n

assignment. Field users could also interact with the handheld device to update the status 

of their area of responsibility. They could also access databases of dynamic and sta

information while in the field, such as contact information for local aut

r forecasts.  

Once a user inputs the location of a downed power line, flooded area, or coll

building, it can be disseminated to all other users. Continuous updates could be used to 

generate calls to first responders; allow others to reroute around the hazardous area;

notify utility workers of a new problem. Field information about casualty and evacuee 

status could be propagated directly to users who need it: medical treatment centers; 

transportation providers; shelter management; and the public.  
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The PDA should also be programmed to access databases containing pre-stored 

communication information for local authorities, NGOs, airports, power stations, etc. 

Figure 13. EMCS Display of Upgraded System Scenario. 

The breadth of an emergency network can be expanded by the use of deployed 

routing devices and disposable sensors. Participants in an upgraded system scenario are 

shown in Figure 12 with the corresponding EMCS display in Figure 13. 

 
Figure 12.  Upgraded System Scenario. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Wireless HUB 
Network 

Military 
Participant 

TCN Global 
Local Network 

Network

Disposable Sensors 
(e.g. weather, seismic) 

 

Connectivity 
device 

Hawaii ANG 

Iridium 

Hawaii Air 

Ground 
Participants 

Land Line 

Radio 
Network 

Local Emergency 
Participants 

Local Law 
Enforcement 
Participant

Radar 

NGO 
Participant 

 17



COLLABORATI
 
Currently, th tems 

paradigms. For exam e in a P2P pattern 

er; the 

iTACs chat application is im at room hosted on the TDF server, with 

the participating iTACs as clients.  

As the EMCS matures to include more fielded systems, such as smart phones and 

the rugged laptops, c ons will emerge. 

The publish-subscribe pattern will be prevalent in the propagation of updated information 

to all EMCS users. However, CS interactions will continue for basic display-related 

services. Figure 14 shows the Upgraded System Scenario collaborative communications. 

 
Figure 14. Collaborative Communication in the EMCS. 
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Given that connectivity may be sporadic in an emergency environment, the Hub 

sers can 

ion. Sets 

 

r response scenario, NGO personnel or other new 

arrivals

e 

CURRENT EMCS STATUS 

The key EMCS components, MSCT, Athena and TDF, have been installed and have 

passed through the integration phase. The EMCS went online on December 18, 2007. An 

initial cadre of operations personnel has been trained; a feedback loop for enhancements 

and changes has been established. Figure 15 shows an example EMC display.  

The NAIF is currently receiving air traffic via Flight Explorer, shipping traffic via 

AIS, and natural hazard and imagery data from the Maui PDC.  The EMC is connected to 

the NAIF by landlines.  The use of FAA and military radar feeds has been approved, and 

the air traffic data will be upgraded to live radar feeds in 2008.  

In February 2008, a successful demonstration integrated unattended ground 

sensors (UGS) and buoy data.  Three types of UGS sensors were used: Unattended 

Ground Sensors that ce; Fire Line 

Sensors; and Man Trackers. These sensors formed a mesh and were connected through an 

can play a key role in storing and providing previously published information. U

request previous updates from the Hub asynchronously, in a client-server interact

of published data containing current state of relevant knowledge in the network, tailored

by user role, may be pushed to users joining the network.   

A new participant can join a network by downloading the TDF client software 

from a TDF server. During a disaste

 can download the client and participate in the network. The download of client 

software is a current capability; additional methods of authentication to the server may b

incorporated.  

 

 

used multiple means to determine human presen
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tion box to a cell phone network that reached the Hub. The Hub then fused the 

UGS data into the common picture displayed at the EMC. 

PDC Active Hazards 

Figure 15. Example Data on EMCS Display.  
 
 
FUTURE WORK 
 
The EMCS has the ability to incorporate growing capabilities in technology and

mple improvement would be the tracking of all emergency vehicles and teams. 

This capability would require inputs from the vehicles, which would be readily 

incorporated into the EMCS system to provide users with a more comprehensive picture 

of the disaster area.  

Increasing the types and diversity of the inputs to the system will to allow a m

netcentric collaboration between military, civilian and state government emergency 

management helping to insure a more concise, coordinated and rapid response to an

natural disaster.  
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