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Abstract 
 

The global information Grid (GIG) [8], i.e. the connection of all (military) systems from 

sensors to actors, forms the technical basis for realizing the power of the network-centric 

warfare concept [1], [11], [17]. In the GIG potentially all the available data about own and 

enemy troops as well as other information becomes available. To handle the problem of 

information overload we have to restrict the (visualized) data in an operational picture to only 

that information that is relevant for the user [6], [7], [9], [14]. A command and control 

information system (C2IS) therefore has to provide corresponding filtering mechanisms.  

Areas of interest are one such concept. Here the user can define an area like the surrounding 

of his own position where he wants to get informed about other objects that are within that 

specific area. This is feasible since most of the data presented in a common operational 

picture (COP) by a C2IS have some spatial reference. This includes positions of blue forces, 

spatial data like information about streets or bridges, and others.  

Starting from the idea of a proximity service [10] that delivers all objects within a certain 

proximity of another object we can extend a simple rectangular or circular surrounding by 

more complex shapes [13]. Relevant areas of interest can be based on two observations: First 

their potential impact on ourselves at our current position and second their potential impact in 

the future. 

For the first observation we can use object properties like their speed or the range of their 

weapons to determine a distance from within they can be a potential threat (in case of red 

forces) or supporter (in case of blue forces). Mobilized artillery units, for instance, have a 

much wider range than a non-motorized sniper in an urban environment. These object-specific 

distances can than be used as a basis to define our area of interest. 

For the second observation we can use machine-readable information about plans and orders 

to predict our own (planned) positions in the future as well as those of other forces. A patrol 

or helicopter crew can thus include blue forces and potential enemy threads along their 

(planned) route into their operational picture. Here the user may be interested in the current 

objects along his route or in the predicted objects there or in both. 

Such user-parameterized areas of interest thus define a set of objects that the user is interested 

in. This implies that his COP-service can subscribe to those objects to get informed about 

changes of these objects. However, before our COP-service can do this, we first have to find 

out which objects are actually within our area of interest. Let N be the total number of objects 



available within the GIG, this requires O(N) time, since we have to check the position of all N 

objects. Unfortunately, we are not the only user but according to the NCW approach in 

principle all blue forces can in principle do the same. This implies that all objects may define 

their own local areas of interest for which they have to check the positions of all other objects 

in turn. Implemented naively, this would lead to an algorithm of complexity O(N
2
), while 

synchronized all-to-all algorithms can do this in O(N log N) time [3]. This is, however, still 

not satisfactory. The reason is that – while there are only a few objects relevant for our area of 

interest (their number being in general much less than N) – we filter out objects according 

their position from the large object set rather than just checking if there are any objects with a 

specific position and combining these small sub-sets directly. 

Approaches in multi-cast communication schemes [4], [5], [15] lead us to the idea of a region 

service. Such a service defines a certain geographical region and contains a list ob objects 

within this region.  

Based on a software architecture consisting of COP- and visualization services [12], [16], we 

therefore extend this by a set of region services, each of them being responsible for a certain 

region. In its simplest form we can divide the earth (or at least our full operational area) into 

regions of the same size. Each of the spatial objects can than be added to one of the region 

services in constant time. To detect the objects within the area of interest (AOR) for a user, 

we now only have to request the objects from those region services that overlap with the 

user’s AOR. This takes O(N/R) time on average for each region service, with R being their 

number.  

Unfortunately, the objects in a military domain are in general not regularly distributed around 

the world but concentrated on the battlefields. We can hence expect many units being located 

in Kabul or Iraq, but probably (almost) none in, e.g., the Antarctic. An adaptive approach to 

definition of region services takes the actual distribution of objects into account. A quad-tree 

(in the case of 2D coordinates) of region areas allows region services to be defined in such a 

way that they all contain (almost) the same number of objects. This leads to a constant time 

algorithm for retrieving the objects within an AOR, provided the size of the AOR is small 

compared to the whole battlefield. 

The concept of region services not only improves the efficiency for generating a static COP 

but can also handle dynamic changes of object positions. In general all objects – except for 

those installed at a fixed place – can move. This means that the objects within and near the 

AOR of a user may change their positions and hence may leave or enter the AOR 

dynamically. However, not only the surrounding objects but also the user itself may move. 

Therefore a static computation of the AOR (possibly extended by a small surrounding of the 

AOR) does not work. Instead we have to compute the AOR dynamically. If an object changes 

is in the area of region service that overlaps with our AOR, we can subscribe to that object to 

be informed about changes of its position (and other attribute values). If that object leaves the 

area of the region service and is thus out of our AOR, we can cancel the subscription of that 

object. If, on the other hand, an object changes its position such that it is entering the area of 

one of the region services that overlap with our AOR, we can immediately subscribe to it. We 

therefore only have to check for a limited amount of objects if they are within our AOR.  

We are currently about to implement this in an experimental service-oriented network-based 

C2IS. For the final paper we also plan to provide some simulation results demonstrating the 

effectiveness of our concept. 

 

References 
[1] David S. Alberts and Richard E. Hayes. Power to the Edge: Command and Control in 

the Information Age. CCRP Publication Series, Washington, DC, 2003. 



[2] Alex Bordetsky and Rick Hayes-Roth. Hyper-Nodes for Emerging Command and 

Control Networks: The 8
th

 Layer. In 11
th

 International Command and Control 

Research and Technology Symposium (ICCRTS) – Coalition Command and Control in 

the Networked Era, Cambridge, UK, Sept. 2006. 

[3] Joshua Edward Barnes and Piet Hut. A hierarchical O(N Log N) force calculation 

algorithm. Nature, Vol. 324, No. 4, pp. 446-449, Dec. 1986. 

[4] Antonio Carzaniga, David S. Rosenblum, and Alexander L. Wolf. Design and 

Evaluation of a Wide-Area Event Notification Service. ACM Transactions on 

Computer Systems, Vol. 19, No. 3, pp. 332-383, Aug. 2001. 

[5] Antonio Carzaniga, Mattew J. Rutherford, and Alexander L. Wolf. A Routing Scheme 

for Content-Based Networking. In Proceedings of IEEE INFOCOM 2004, Hong 

Kong, China, March 2004. http://www.ieee-infocom.org/2004/Papers/19_1.PDF. 

[6] Edward Dawidowicz, Vairzora Jackson, Thomas E. Bryant and Martin Adams. The 

Right Information … and Intelligent Nodes. In 8
th

 International Command and 

Control Research and Technology Symposium (ICCRTS), Fort McNair – National 

Defense University, Washington, DC, 17-19 June 2003. 

[7] Peter J. Denning. Infoglut. Communications of the ACM, Vol. 49, No. 7, pp. 15-19, 

July 2006. 

[8] U.S. Government Accountability Office. Defense Acquisition – The Global 

Information Grid and Challenges Facing Its Implementation. GAO-04-858, Report to 

Subcommittee on Terrorism, Unconventional Threads, and Capabilities, Committee on 

Armed Services, House of Representatives. July 2004. 

[9] Rick Hayes-Roth. Two Theories of Process Design for Information Superiority: Smart 

Pull vs. Smart Push. In Command and Control Research and Technology Symposium 

(CCRTS) – The State of The Art and the State of the Practice, San Diego, CA, June 

2006 

[10] Norman Jansen and Marc Spielmann. Personal Communication. 2006. 

[11] John Kruse, Mark Adkins and Kimberly A. Holloman. Network Centric Warfare in the 

U.S. Navy’s Fifth Fleet – Web-Supported Operational Level Command and Control in 

Operation Enduring Freedom. In Proceedings of the 38
rd

 Hawaii International 

Conference on Systems Sciences (HICSS), IEEE Computer Society, January 2005. 

[12] Sylvia Käthner and Marc Spielmann. A Base Component for Network-Based Service-

Oriented C4ISR Systems. In Coalition C4ISR Architectures and Information 

Exchange Capabilities (RSO-IST-042-RSY-014), The Hague, The Netherlands, 27-29 

September 2004. 

[13] Björn Lisper and Per Hammarlund. The Data Field Model. MRTC report ISSN 1404-

3041 ISRN MDH-MRTC-42/2001-1-SE, Mälardalen, Real-Time Research Centre, 

Mälardan University, June 2001. 

[14] Thomas Nitsche. Information Access in Tactical Command and Control Information 

Systems. In 11
th

 International Command and Control Research and Technology 

Symposium (ICCRTS) – Coalition Command and Control in the Networked Era, 

Cambridge, UK, Sept. 2006. 

[15] Francesc Sebé and Josep Domingo-Ferrer. Scalability and security in biased many-to-

one communication. Computer Networks, Vol. 51, Issue 1, pp. 1-13, Jan. 2007. 

[16] Marc Spielmann. Visualization of Spatial Data in Command and Control Information 

Systems. In Military Communication and Information Systems Conference 

(MCC 2006), Gdynia, Poland, Sept. 2006. 

[17] Clay Wilson. Network Centric Warfare: Background and Oversight Issues for 

Congress. CRS Report for Congress RL32411, June 2004. 

 


