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Abstract 
Much NCW literature expounds the benefits of self-synchronisation, but does not clearly delineate 
the circumstances in which self-synchronised planning is effective. We investigate this question 
using agent-based simulation. Since such investigation requires an objective assessment of plan 
quality, we have constructed an experiment in which agents attempt to solve three well-understood 
computational problems of increasing difficulty: the selection problem, the target assignment 
problem, and the “travelling general” problem. We compare performance with a centralised 
organisational structure (where one “command” agent constructs a plan for solving the problem, as 
in the construction of a Air Tasking Order) against a decentralised organisational structure (where 
agents self-synchronise by exchanging messages across a network). Specifically, we examine 
performance under varying levels of time pressure, and varying network quality. Analysis of the 
experimental results provides general guidelines as to when centralised command and control is 
most effective, and when self-synchronisation is a more appropriate alternative. 
Keywords: agent, centralisation, self-synchronisation, NCW, simulation. 

1. Introduction 
Much NCW literature expounds the benefits of self-synchronisation instead of centralised command 
and control. However, this literature does not clearly delineate the circumstances in which 
distributed or self-synchronised planning is effective. In this paper, we investigate this question 
using agent-based simulation. 
 
Such an investigation of planning strategies requires an objective assessment of plan quality, which 
is difficult to do in problems simple enough to be simulated. Agent-based combat simulations [12] 
have limited scope for including non-trivial planning. There is scope for planning when agents play 
games such as chess or checkers [13], but for those cases it is difficult to evaluate plan quality, 
other than by playing against a wide range of opponents. 
 
We have therefore constructed a simulation environment of simple communicating agents as an 
abstraction of communication and synchronisation between military entities. Using this 
environment, we have conducted an experiment in which agents attempt to solve three well-
understood computational problems of increasing difficulty: 
 

• the selection problem; 
• the target assignment problem; and  
• the “travelling general” problem. 

 
Since these problems are well understood, we can assess the performance of different planning 
strategies by relating the plans they produce to the best possible plan. We compare performance of a 
centralised organisational structure (where one “command” agent constructs a plan for solving the 
problem, as in the construction of a Air Tasking Order) against a decentralised or distributed 
organisational structure (where agents self-synchronise by exchanging messages across a network). 
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We examine the difference in performance between these two structures under varying levels of 
time pressure, and varying network quality. 

2. Experimental Method 
We use the simulation toolkit included within CAVALIER, a network analysis, visualisation, and 
simulation tool that we have developed. A number of agents are linked in a double-ring (prism) 
network, as shown in Figure 1. 

Figure 1. Double-Ring (Prism) Network Topology 
 

The agents attempt to solve the three computational problems in two ways. One of the agents may 
be a “command” node, sending the solution to the other agents, or else all agents may be equal, 
developing a solution through self-synchronisation. We consider four levels of time pressure, 
requiring all agents to agree on the solution within: 
 

• 10,000; 
• 100,000; 
• 1,000,000; or  
• 10,000,000 time units. 

 
We also consider four levels of network quality, with a latency (delay) on each network link of: 
 

• 10; 
• 100; 
• 1,000; or  
• 10,000 time units. 

  
In addition, each agent has a handling time for each message which is 1% of the latency, so that 
considerable congestion may occur on the slower networks. 

3. Results & Analysis: Selection Problem (Trivial Case) 
The simplest problem we consider is the selection problem. Here one agent is to be assigned to a 
task, and the best-qualified agent for the task will be chosen. In real life, this might be the agent 
with the greatest supply of fuel or the largest number of available personnel. Here, each agent has a 
randomly assigned suitability score. The centralised process for this problem has three steps: 
 

(a) Each agent sends suitability information to the “command” agent, 
(b) The “command” agent chooses the most suitable agent. 
(c) The “command” agent broadcasts its decision to the other agents. 

 
We rate performance on this task as 1 if the process is completed, and 0 if not. Figure 2 shows the 
results for the centralised process involving 64 agents. 
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Figure 2: Performance for Centralised Organisation on Selection Problem 

 
It can be seen that the front left corner of Figure 2 has three cases where the process fails, which 
correspond to a time limit less than or equal to ten times the network delay (latency): 
 

• latency = 10,000 time units and time limit = 10,000 time units; 
• latency = 1,000 time units and time limit = 10,000 time units; and 
• latency = 10,000 time units and time limit = 100,000 time units. 

 
Since the time for a message to travel to the “command” agent from the furthest agent in a 64-node 
double ring is about 17 times the network latency, it can be seen that these three cases do not leave 
enough time for step (a) to be completed. 
 
For the self-synchronised or distributed process, the steps are: 
 

(a) Each agent broadcasts suitability information to every other agent, 
(b) Each agent independently makes the selection of the most suitable agent. 

 
This decision-making strategy, which has been called the “borg” strategy [1,2], is effective for 
simple problems where each agent can be guaranteed to carry out step (b) in the same way 
(although it is not realistic for most real-world problems). For the selection problem, the process 
requires an agreed-upon tie-break rule for two equally qualified agents.  We always break the tie by 
the agent with the numerically lowest internal identifier. There are other versions of distributed 
decision-making for the selection problem which achieve the goal with fewer messages [16]. 
 
Performance for our distributed process is the same as in Figure 2. However, simulating 
latency/time-limit combinations near the boundary of the failure region (for example, latency = 300 
time units and time limit = 10,000 time units) shows that the distributed process can succeed where 
the centralised process fails. This is because the centralised process involves two communication 
steps, while the distributed process involves only one communication step.  
 
Trivial problems like this one often occur at the technological level, for example in maintaining 
databases. The centralised approach corresponds to having a single centralised database, while the 
distributed approach corresponds to replicating databases in several nodes, and keeping them “in 
synch” with each other. There are well-understood techniques for doing this [3,4]. Where the 



centralised and distributed approaches work equally well, the distributed approach is often 
preferable for the military environment, because it has the advantages of fault-tolerance [4]: the 
distributed approach can continue if some agents are lost, while the centralised approach is 
vulnerable to the loss of the “command” agent.  

4. Results & Analysis: Small Target Assignment Problem (Simple Case) 
We next consider the target assignment problem. This involves a number of agents and targets, 
where each agent must be assigned to the most suitable target (in our case, the closest), as shown in 
Figure 3: 
 

 
Figure 3: The Target Assignment Problem 

 
For this experiment, we have 16 agents and 16 targets, There is a well-understood process for 
solving this problem, called the Hungarian algorithm [5], which takes between n3 and n4 steps, 
where n is the number of agents. There is also a faster method of solution, based on successively 
assigning the best available target for each agent in turn, and then looking for pairs of agents which 
can benefit from swapping their targets.  However, this faster method may not always produce the 
best possible answer. The centralised process is: 
 

(a) Each agent sends position information to the “command” agent, 
 
(b) The “command” agent finds the best possible solution, given the available time. 

 
(c) The “command” agent broadcasts its decision to the other agents. 

 
Figure 4 shows the performance, averaged over 100 runs. The front left corner has a performance of 
0, as in the selection problem. Most cases have a performance of 1, meaning that the best possible 
answer was obtained. The remaining two cases with a time limit of 10,000 show a performance of 
0.99, calculated as the ratio of the sum of agent-to-target distances for the best possible answer 
compared to the answer actually obtained. In other words, an almost perfect answer was obtained in 
these two cases. 
 



10k 1k 100 10
10k
100k
1M10M0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

Quality

Network Delay

Time Limit

Small Assignment Problem - Centralised

0.9-1
0.8-0.9
0.7-0.8
0.6-0.7
0.5-0.6
0.4-0.5
0.3-0.4
0.2-0.3
0.1-0.2
0-0.1

 
Figure 4: Performance for Centralised Organisation on Small Target Assignment Problem 

 
The distributed (self-synchronised) process involves starting each agent with an agreed-upon poor 
solution (in this case, assigning the agent with internal numerical identifier i to the target with 
identifier i), and repeatedly exchanging messages between pairs of agents which can benefit from 
swapping their targets. Figure 5 illustrates this process. The initial information exchange involves 
each agent broadcasting its position and the location of nearby targets. The final agreement phase 
ensures that, if the agents have produced slightly different solutions, they select the best one (that is, 
it is a version of the selection problem). 
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Figure 5: Example of Distributed (Self-Synchronised) Method for Target Assignment 
Problem with Three Agents 

 
Results for the distributed process are shown in Figure 6. These are averages over 10 runs (except 
for the front right, where they are over 100 runs). Table 1 gives a comparison of the two techniques, 
calculated using ANOVA. The distributed process is slightly inferior to the centralised process, 
except when they both fail, and the difference is statistically significant, as shown in Table 1. 
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Figure 6: Performance for Distributed Organisation on Small Target Assignment Problem 

 
 
 

Table 1: Means, Standard Deviations, and Performance Comparison for Small Target 
Assignment Problem  

Network Delay  

10k 1k 100 10 

10M 

1M 

Cent: 1 (perfect) 
Dist: 0.981 (sd 0.035, 110 runs) 
Difference totally significant 

100k     

T
im

e 
L

im
it 

10k 
Cent: 0 (fail) 
Dist: 0 (fail) 
Identical 

Cent: 0.989 (sd 0.020, 100 runs)
Dist: 0.976 (sd 0.036, 100 runs) 
Significant (p < 0.005) 

Cent: 0.993 (sd 0.017, 100 runs)
Dist: 0.979 (sd 0.032, 100 runs) 
Significant (p < 0.0002) 

 
Since the centralised process finds the best possible answer in almost all cases, and the distributed 
process does not, the centralised process is obviously to be preferred, unless fault-tolerance is 
particularly necessary. Having the best possible answer provides a “knowledge edge” against an 
opponent. The real-life version of the centralised target assignment process is the Air Tasking Order 
for planning air strikes against fixed or slow-moving targets. The US Navy’s Cooperative 
Engagement Capability air defence system (CEC) uses a similar centralised process, with a 
“global scheduler” for target assignment [9,10]. 

5. Results & Analysis: Large Target Assignment Problem (Hard Case) 
When we increase the number of agents involved in the target assignment problem from 16 to 64, 
the problem becomes more difficult. Here the centralised process only gives the best possible 
answer for the most relaxed time-limit (10,000,000 time units). For most other cases, the centralised 
process delivers a good, but not perfect, answer, with performance averaging about 0.98, as shown 
in Figure 7. However, the two cases with a time limit of 10,000 at the front right of Figure 7 show a 
reduced performance, given the tight time constraint.  
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Figure 7: Performance for Centralised Organisation on Large Target Assignment Problem 

 
Results for the distributed process are shown in Figure 8, and Table 2 gives a comparison of the two 
techniques, calculated using ANOVA. There are five distinct regions in the results: 
 

• For a very relaxed time limit (10,000,000), the centralised process always returns the best 
possible answer, and is therefore preferred. 

• For a time limit ≤ delay × 10, both methods fail, giving a performance of 0. 
• For a time limit = delay × 100, the distributed process performs very poorly, since there is 

not enough time for the sequence of messages described in Figure 5 to be completed, and 
again the centralised process is preferred. 

• For the worst time pressure (limit 10,000) and fastest network (delay 10), the distributed 
process performs about 5% better than the centralised process. 

• For the remaining cases, both methods perform about the same. 
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Figure 8: Performance for Distributed Organisation on Large Target Assignment Problem 



Table 2: Means, Standard Deviations, and Performance Comparison for Large Target 
Assignment Problem  

Network Delay  

10k 1k 100 10 

10M 
Cent: 1 (perfect) 
Dist: 0.973 (sd 0.018, 40 runs) 
Difference totally significant 

1M 
Included 

in 
100k/1k 

 

Cent: 0.983 (sd 0.016, 50 runs) 
Dist: 0.979 (sd 0.018, 50 runs) 
Difference Not Significant (p = 0.30) 

100k 

 Time Limit = Delay × 100 
Cent: 0.918 (sd 0.098, 30 runs) 
Dist: 0.259 (sd 0.043, 30 runs) 
Very Significant (p < 10–39) 
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10k 
Cent: 0 (fail) 
Dist: 0 (fail) 
Identical 

 
Included 
in 
100k/1k 

Dist: 0.975 (sd 0.020, 100 runs) 
Cent: 0.925(sd 0.031, 100 runs) 
Very Significant (p < 10–29) 

 
For this more difficult problem, the distributed process can perform as well as the centralised 
process in many cases, and actually performs better when there is great time pressure and a fast 
network.  This combination of fast network and extreme time pressure is of course exactly the 
situation where Network Centric Warfare (NCW) is appropriate [14]. The distributed process also 
has the advantage of fault-tolerance: it can continue to operate even when some agents go off-line. 
 
There are other factors determining the choice of centralised vs distributed decision-making [11]. 
For example, in terms of decision-making facilities and staff, some agents may be better-equipped 
than others. Nevertheless, distributed (self-synchronised) military decision-making should be 
explored for scenarios where the combination of tight time pressure and fast networking occurs. 

6. Results & Analysis: Travelling General Problem (Hard Case) 
The “Travelling General” problem (more traditionally known as “travelling salesman”) involves a 
General visiting all agents in turn, and returning to his starting point as shown in Figure 9. To 
reduce threats to his safety, the General should travel for the smallest possible distance.  
 

Figure 9: The Travelling General Problem 



This is a more difficult problem than it appears: for n agents there are (n–1) × (n–2) × … × 4 × 3 
possible solutions, and finding the best possible answer requires checking all of them. Table 3 
illustrates the scale of the problem. 
 

Table 3: Number of Potential Solutions for Travelling General Problem 
Number of agents n Number of solutions to check 

3 1 
4 3 
5 12 
10 181,000 
15 44,000,000,000 
20 61,000,000,000,000,000 
25 310,000,000,000,000,000,000,000 
30 4,000,000,000,000,000,000,000,000,000,000 

 
The exponential growth in the number of potential solutions means that finding the best possible 
answer for the Travelling General Problem is unrealistic for even moderate values of n. Many real-
life problems share this property [6,7]. They include the target assignment problem if there are 
interactions between one assignment and the suitability of other assignments. The target assignment 
problem also falls into this category if it is extended to involve a three-way matching between a 
target, a “shooter,” and a targeting sensor. Many logistics problems are also in this category. 
However, for many of these problems, finding a “good enough” solution is much easier than finding 
the best possible answer. 
 
Figure 10 shows performance of the centralised process for 12 agents (the difficulty of the problem 
makes it infeasible to use more agents). The centralised process obtains a fairly good, but not 
perfect, solution by using the simple “greedy” process of successively finding the closest agent not 
yet chosen. If possible in the time available, this is then improved, using “Branch and Bound” [8]. 
This process gives a path for the General on average 10% longer than the optimum, corresponding 
to a performance of 0.91. As in the case of the large target assignment problem, the centralised 
process cannot deliver the best possible answer. 
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Figure 10: Performance for Centralised Organisation on Travelling General Problem 

 



The distributed process mimics the “greedy” centralised process of successively finding the closest 
agent not yet chosen. Each agent in turn chooses the closest “next agent” not yet chosen, and sends 
a message instructing that agent to make the next decision. There is no significant performance 
difference between this and the centralised process, as shown in Figure 11 and Table 4. 
 
The serial “one after another” nature of this greedy process does cause problems with slow 
networks and large numbers of agents. However, other distributed solutions are applicable to those 
cases [18], and we have found them to perform as well as the greedy process. The Travelling 
General problem can thus be solved equally well by centralised and self-synchronised techniques. 
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Figure 11: Performance for Distributed Organisation on Travelling General Problem 

 
 
Table 4: Means, Standard Deviations, and Performance Comparison for Travelling General 

Problem  

Network Delay  

10k 1k 100 10 

10M 

1M 

Cent: 0.910 (sd 0.075, 130 runs) 
Dist: 0.901 (sd 0.071, 130 runs) 
Not Significant (p = 0.28) 

100k     

T
im

e 
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it 

10k 
Cent: 0 (fail)
Dist: 0 (fail) 
Identical 

   

 

7. Hierarchies: A Comparison 
For comparison purposes, we also examined a hierarchical approach to solving the large target 
assignment problem. This used the structure shown in Figure 12. The 64 target-engaging agents 
were organised into 16 teams, and 5 additional command agents completed the hierarchical 
structure. The network topology in this case was the tree in Figure 12, rather than the “double ring.” 



 
Figure 12: Hierarchy for the Target Assignment Problem 

 
Hierarchical structures such as the one in Figure 12 are traditional in both military and bureaucratic 
organisations. This is because they are effective: they can solve problems by “divide and conquer.” 
In this case, the higher-level agents divide the area of operations into rectangles containing only 
four targets, as in Figure 13. This reduces the large target assignment problem to sixteen trivial 
target assignment problems, in which a team assigns itself to a rectangle of four targets. 
 

 
Figure 13: “Divide and Conquer” for the Target Assignment Problem 

 
The problem is thus decomposed in a way that matches the organisational hierarchy. This 
hierarchical problem decomposition process has been traditionally used because it is effective for 
many problems, although it is not always fast. For real military problems, situational awareness 
information is collated and fused going up the hierarchy. The commanding node then produces a 
“big picture” plan (often called an “intent”). This is passed down the hierarchy, and tactical detail is 
added by subordinate nodes. This avoids over-straining the planning capability of the agents. 
Hierarchies thus combine elements of the centralised and distributed approaches. 
 
A major weakness of hierarchical problem decomposition is that it may produce solutions which are 
far from perfect.  For our experiment, the hierarchical approach succeeds for all but the usual three 
time-constrained cases, and produces solutions with an average quality of 0.851, independent of 
network delay and time pressure (with a standard deviation of 0.056 over 220 runs). Figure 14 



illustrates the performance. For all but the three cases with time limit = delay × 100, the hierarchical 
approach performed worse than the centralised and distributed approaches (p < 10–27). 
 
For the case with time limit = delay × 100 (where the distributed process performed very poorly), 
the hierarchical approach was worse than the centralised approach (p < 0.0000002), but better than 
the distributed approach (p < 10–49). However, this comparison is not entirely fair, since the tree 
topology in Figure 12 allows faster message transmission than the double-ring (prism) topology. 
 
In general, the traditional hierarchical approach performs worse than the centralised and distributed 
approaches, since it allows only limited opportunity for coordination between the “leaves” of the 
tree. Performance can be improved either by centralising to greater extent, or by allowing some 
self-synchronisation between the “leaves” of the tree. To be effective, both of these possible 
changes require technologies which have only become available in recent decades. The implications 
of such variations to traditional military hierarchies are therefore still being explored. 
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Figure 14: Performance for Hierarchical Organisation on Large Target Assignment Problem 
 

8. Discussion 
Our simulation results have demonstrated some important points about centralisation vs self-
synchronised decision-making: 
 
• For trivial problems, which often occur at the technological level, the centralised and self-

synchronised approaches work equally well, but the self-synchronised approach is preferable 
because it is fault-tolerant. 

 
• For simple problems or relaxed time limits, the centralised approach can often provide a 

“knowledge edge” by finding the best possible solution, which makes the centralised approach 
preferable, unless fault-tolerance and other factors require self-synchronisation. 

 
• For hard problems, such as the Travelling General Problem, finding the best possible solution 

is not feasible, which means that self-synchronisation can be as good as the centralised 
approach. For the combination of extreme time pressure and fast networking, self-
synchronisation can actually produce better answers than the centralised approach. 



 
• Hierarchies are a traditional compromise between total centralisation and total self-

synchronisation, but do not perform as well as either extreme case. 
 
Thus, paradoxically, it is the simplest and the most difficult problems which benefit most from self-
synchronisation, while for problems of intermediate difficulty centralised decision-making can 
sometimes provide an advantage. However, the need for fault-tolerance, and the availability of 
decision-making staff and facilities may influence this choice. 
 
In the real world, many modern military problems do involve extreme time pressure. However, a 
key question for implementing self-synchronisation schemes is whether message transmission times 
(including the human processing component) have as yet fallen below the threshold where self-
synchronisation can outperform centralised decision-making. The full advantages of self-
synchronisation only begin to appear beyond that threshold. 
 
In this paper we have considered mission swapping as one of the main self-synchronisation 
mechanisms (together with local “greedy” decision-making and the “borg” approach). Mission 
swapping was the technique that agents used in the distributed process for the target assignment 
problem. In real-life, mission swapping is easy to implement technologically, but is it culturally 
acceptable? Will a commander tolerate subordinates negotiating to swap their missions? 
 
In addition to mission swapping, several other self-synchronisation techniques are possible. In 
voting, subordinates vote on possible courses of action. This can be faster than having subordinates 
explain to the commander the reasons for their preference, but such a “council of war” has 
traditionally been viewed as a sign of weakness, as well as breaking the principle of “unity of 
command.” 
 
Another possible self-synchronisation technique is bidding or auctioning [17], where subordinates 
bid for missions or resources using some form of “tokens” or “credits.” This technique may lead to 
young officers preferring “glamorous” rather than necessary missions. 
 
Self-synchronisation is also possible using service/request techniques [2], where some battlefield 
agents provide a “service,” while other agents place requests for those services. This technique has 
historically been used for artillery support, and can therefore easily be extended to other services. 
 
Finally, distributed search [15] is a self-synchronisation technique closer to information-gathering 
than to decision-making, and hence is perhaps culturally more acceptable. 
 
This paper has demonstrated that self-synchronisation can be superior to centralised decision-
making under some circumstances, but it remains necessary to find self-synchronisation doctrines 
and mechanisms which are acceptable to military culture. Having done that, it will also be 
necessary to adapt command and control systems to support those doctrines and mechanisms. 
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