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Abstract 
Information processing and transformation in support of operations in combat 
environments have evolved well beyond the capabilities of classic deductive-
inductive information systems.  Unconventional warfare, and modern terrorism 
operate under conditions that do not lend themselves to pattern recognition 
techniques.  The effort at Sandia National Laboratories is approaching the 
problem from an adaptive decision aid perspective in which new technologies are 
being hybridized to provide new and unique capabilities to deal with this new 
threat.  These technologies are founded in Peircean reasoning and provide 
support for the various components needed to formulate a solution.  The 
supporting technologies include formal concept analysis for knowledge 
representation, modal logic to provide guidelines for the movement and 
transformation of data and information, and a unique neural construct based on 
Hawkins concept of the neocortex.   When integrated into a co-evolutionary 
game theoretic environment we believe we can provide capabilities of predicting 
the trends that will emerge in insurgency use of IEDs against combatants and 
non-combatants in theater. 
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Introduction 
The great military historians and scholars talk of the uncertainty associated with 
command in war, which we believe we are solving by the “information revolution”.  A 
question we need to be asking ourselves, are we trading uncertainty due to an 
insufficiency of information with uncertainty due of a deluge of data. When we design 
elements of an information system we need to recognize the differences between 
reasoning and cognition, between data collection and fusion, between data presentation 
and situational awareness.  Instead, we are integrating massive sensing capabilities into 
our combat systems, building huge data conduits and reservoirs into the infrastructures of 
our systems, and ladling layers of complex, un-testable controllers and protocols onto the 
evolving architectures.  What we are not doing is evolving the theoretical foundations 
needed to deal with these massive data collection capabilities.  We see this failure in the 
design of fusion systems, in the inadequacies in the inherent security of the information 
systems and we see it in architectural constructs that run counter to the lessons of military 
history that van Creveld has shown lead to success. 

In order to provide predictive decision aids we need to begin with an understanding of the 
processing and transformation of data and information as well as the flows of 
information.  There also needs to be recognition or a perspective that information has 
value, and that information value is temporally and spatially dependent.  Only then can 
we begin to understand the impact of information on the performance of decision aids 
within systems that support command and control.  If we take a step back to explore the 
essence of command and control, we begin to recognize that decisions are based on a 
“belief state” of a decision maker or of a cognitive collective.  With these fundamental 
perspectives we can begin to integrate research and ideas from the fields of logic, 
philosophy of science, and information science to identify potential solutions.  
Interestingly, we need to consider augmenting systems engineering principles to employ 
pragmatism as a validation mechanism for problems in these domains.  To deal with 
these new problems we need to explore a number of new and potentially unorthodox 
avenues of research. 

At Sandia National Labs we have begun a research effort that is beginning to examine the 
implications of these technologies in providing new capabilities in the areas of decision 
support.  The focus of these initial efforts is the co-evolutionary problem of improvised 
explosive devices (IEDs).  The co-evolutionary aspect of the problem is based on 
evidence associated with the IRA bombing campaign in Northern Ireland.  In the sections 
to follow we begin to explore technologies and provide some justifications for pursuing 
them in support of adaptive decision support systems.  We will take brief looks at models 
of command and control, provide arguments for including modal logics in the design 
solutions, identify systems of reasoning and explore knowledge representation systems.  
With these stretch technologies we will also provide some discussion of the architectures 
needed to address the co-evolutionary and operational aspects of the problem. 

Philosophical Solution Approach 
The design and development of decision aids, which could be integrated into the military 
decision making process (MDMP), provides an opportunity to take a step back and 
examine the problem from a fundamental perspective.  This permitted us to examine in 
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greater detail the requirements and the potential technologies that could be accessed in an 
endeavor to find viable solutions.  The decision aid problem can be naturally split into 
understanding the decision making process, understanding information and the various 
transformation performed on information, understanding reasoning and logic, and 
recognizing the constraints associated with operational issues.  Within these areas are a 
number of sub-categories that must also be considered. 

The first area of consideration involves the decision making process and how we reason 
in that process.  Research has shown that decisions are based on a belief state.  As we 
gather data and information with respect to some situation we correlate that data with 
knowledge we possess.  The knowledge represents capabilities in tactics for example, or 
in our ability to generate, detect or mitigate a threat.  In a combat environment decisions 
have to be made quickly and under varying degrees of uncertainty.  The belief state 
constitutes a decision makers best estimate of the tactical situation.  Given that estimate 
or belief state, actions are identified that will lead to mission success, or mitigate a threat.  
Decision making can be represented by the next figure. 

 
Figure 1.  Model of decision making by a commander or cognitive collective. 

Decision making is a complex process in which learning becomes an element that forms 
the basis for updating knowledge.  Similarly we see mechanisms in which the decision 
makers “belief” state is revised with the introduction of new information.  Within this 
complex process we see that the belief state can be conditioned by such intangibles as 
risk aversion.  What has not been included in this figure are many of the social 
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psychological factors that also affect the belief state.  The model does provide a 
framework for developing and optimizing decision aids to maximize their effectiveness. 

The next major consideration in the design of decision aids concerns the reasoning 
engines used through out the implementation.  We have focused on a Peircean construct 
after a number of years of exploration into the problem of reasoning under uncertainty 
and dealing with problems that require hypothesis generation.  The construct is based on 
the work of the philosopher C.S. Peirce.  His work recognized and articulated the human 
reasoning process as being comprised of three components; abduction, deduction, and 
induction.  This foundation was characterized as the method of scientific inquiry.  His 
work goes far beyond the mere characterization of reasoning to include insights into the 
communication of ideas and the logic that enables that communication.  Any attempt to 
develop systems that endeavor to solve previously unseen problems must consider 
abduction as integral to the solution strategy. 

The next figure captures the three components of human reasoning as defined by Peirce.  
Each box attempts to show the characteristic of the component. 

 
Figure 2.  Foundation elements of Peircean reasoning. 

Interestingly Induction serves two major roles in human reasoning, it provides the basis 
for validating hypotheses generated in the abduction process and it provides a basis for 
learning.  The best treatise on induction is D. Mayo’s work on statistics and her concept 
of severe testing. 



 

 
 

6

A third area of concern involves knowledge representation (KR).  Issues associated with 
KR include; the capture, organization, and retrieval of large amounts of domain 
knowledge for use in an abductive process.  Davis identifies five roles crucial to 
knowledge representation systems.  These five roles consist of: it being a surrogate for an 
object, an ontological commitment, a partial theory of reasoning, a medium for efficient 
computation, and it is a medium for human expression.  Interestingly there is a great deal 
of overlap in Davis’s roles for a KR system and Peirce’s concepts of reasoning and his 
theory of “sign”.  A technological approach for dealing with KR has been satisfied by 
exploring formal concept analysis. 

The last major piece(s) deal with the problem domain.  In this case we are exploring the 
design issues associated with a problem domain considered co-evolutionary, i.e. the 
improvised explosive device (IED) problem and an operational environment that is not 
conducive to real time analyses.  The evolutionary nature of the problem is being 
addressed through an evolutionary game theoretic methodology.  The real time issues are 
being dealt with by splitting the problem into a background, probably offline analysis, 
that supports a real time fusion augmentation application that is integrated into a MDMP 
capability. 

Architecture 
As indicated in the last section the solution approach being proposed consists of two 
major pieces.  The first piece is a game theoretic system that uses elements of the 
command decision-making paradigm to postulate threats and solutions based on tactical 
and IED domain specific knowledge.  That knowledge is augmented with knowledge 
domains identified by the inherent abductive algorithms and an intelligence estimator.  
The basic structure of the evolutionary game theoretic is symmetric and employs 
Peircean derived reasoning engines in both components of the system.  This permits all 
players in the selected domain to adapt to changing situations and ideally adjust to local 
conditions as these factor impact the competitive environments. 
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Figure 3.  Co-evolutionary architecture used in the adaptive decision aid. 

The reasoning engines provide the basis for the virtual belief systems of the competing 
entities.  This can be seen in the architectural figure above.  What is different from the 
command and control model is the fact that in the virtual environment we are not 
integrating risk aversion into the adversarial players.  For the application domain under 
consideration risk aversion will not significantly impact the results of the models. 

The second piece of the adaptive decision aid architecture is a light weight component 
that can be integrated into either the military decision making systems or can be 
developed as a support function for use by task commanders.  The current proposed 
approach is to use a partially observed Markov decision process (POMDP) to provide 
process alternatives based on current and desired states for the command task leader.  
This lightweight component could be implemented in PDA or something as simple as a 
“post-it” note approach.  The computation power required by the co-evolutionary 
algorithms do not lend themselves to real time solutions, so would run independently. 

Components 
As indicated by the architectural section, a number of basic components need to be 
assembled in a hybrid structure in order to realize a system solution.  In today’s 
environment we are generating a true system of systems solution because we will rely on 
an information coupling of a number of the component or sub-systems of the decision aid 
solution.  The major components of this system solution consist of the reasoning engines 
which are based on Peirce’s philosophy of science and the reasoning system he proposed.  
This system consists of an abductive, deductive and inductive structure in which we 
propose using abductive algorithms based on John Stewart Mills’ canons.  The inductive 
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component must provide a capability that reflects Debra Mayo’s concepts of statistical 
induction and in particular her idea of severe testing.  These subcomponents comprise the 
core elements of the reasoning engine. 

The second major component of this system consists of the knowledge representation 
system.  Knowledge provides the reference by which data is assessed and belief states 
generated.  Belief provides the basis on which the ultimate decisions rest.  The work 
being conducted in Germany and in Australia in the fields of formal concept analysis 
provide the most robust and flexible system of knowledge representation in the literature.  
This system also is founded on a significant body of mathematical knowledge, lattice 
theory.  This mathematical foundation provides proven methodologies for the 
manipulation and transformation of the knowledge that these structures capture.   

The third major component of the system requires the integration of the sensor / 
intelligence component of the system.  What has been discovered by this team is a model 
of the neo-cortex which supports efforts in psychologically based cognition, and more 
importantly, supports the extensive work identified by Peircean reasoning.  This work 
identifies the natural feed-back mechanisms articulated by Peirce in his philosophically 
based reasoning descriptions and provides for the potential use of modern neural 
networks combined with lattice structures to enable the movement of information from a 
sensing space to a knowledge space.   

A final component concerns the linkage of the major components of the system.  
Information provides the basis for linking the data collection, knowledge storage and 
retrieval and the belief system.  The transformation and flow of information must be 
governed by the rules of modal logics.  The fact that information possesses a temporal as 
well as spatial value seems to elude the majority of researchers in the information 
communities.  Research in the domain of modal logic aids in the design of and the 
measurement of information flow and transformation (fusion) systems. 

Requirements 
At a qualitative level, requirements are most severe on the knowledge representation 
system.  This system must be flexible, since new knowledge will be continually added to 
the system as well as fast.  In this case the storage and recovery of knowledge will occur 
many times during the course of an evolutionary cycle.  The lattices will be searched 
many times as methods of IED assembly are explored and counter measures are assessed 
in a tactical environment.  Additionally, the environment should support an explanation 
function, which many decision aid designs seem to forgo.  Providing a tactical 
commander with information concerning the solutions being suggested gives him/her the 
ability to augment the proposed solutions with local real time information in a much more 
effective manner. 

The second area of qualitative requirements assessment resides in the reasoning engine 
domains.  The solutions being proposed have already incorporated many of these 
qualitative requirements, which consist of a reasoning engine that generates hypotheses.  
The domains being addressed by this research do not lend themselves to “pattern 
matching” solution technologies.  Approaches based on pattern matching require prior 
examples with an extensive signature database to generate high reliability solutions.  The 
realm of insurgency activity, terrorism, and in general unconventional warfare are forms 



 

 9

of conduct in which new problems are the rule of warfare rather than the exception.  The 
solutions must be able to adapt to or better anticipate the actions of this type of adversary.  
A second major qualitative requirement of this reasoning engine revolves around the 
inductive component.  In this case evidence must provide discrimination of hypotheses.  
Mayo’s concept of severe testing provides the basis for discrimination.  The difficulty 
being faced in this tactical domain concerns the fact that Peirce as well as Mayo are 
statistical frequentist’ while the domain is a very Bayesian domain.  Some follow-on 
research needs to be conducted that explores / assesses the impact on the theoretical 
foundations of this Bayesian bias. 

Technologies 
The sections that follow provide information related too the components of the adaptive 
decision aid being developed in this research effort.  It is hoped that there is sufficient 
information to entice the reader to explore the subject mater in further detail rather than 
supply a definitive answer.  There is insufficient space to provide that degree of detail.  

Peircean Reasoning 
The core component or principle of this effort revolves around the system of reasoning 
defined by C.S. Peirce.  This work, which was completed around the turn of 1900, 
provides a basis for information operations and the various transformations on 
information.  The key defining rational for use in an adaptive information applications is 
the concept of abduction in Peirce’s system of reasoning.  This concept, which was also 
referred to as retroduction by Peirce, when combined with induction provides a 
mechanism for hypothesis generation.  It is this function that is required by a reasoning 
system to begin to tackle the daunting task of predicting / anticipating future actions. 

In Peirce’s philosophy of science, he identified a model of reasoning which is the core 
process of human cognition.  What Peirce did not address in his work were the elements 
of psychology that color and make unique the decisions we make and the conclusion that 
we draw as individuals.  Peirce’s contributions to the fields of philosophy of science, 
ethics, and logic are substantial.  The fragment we are employing concerns the reasoning 
system, consisting of the three components identified in the next figure. 

 
Figure 4.  Peircean system of reasoning with * Nozawa’s learning observation. 

Reasoning Operators 



 

 
 

10

The operators being defined or designed for this reasoning construct are based on the five 
canons of John Stuart Mill.  Initial work by Burch and Finn have focused on the first 
canon and involved significant effort at validating these canons in a much larger 
philosophical and logic context.  In this effort we are taking a more Peircean, pragmatic 
approach to selecting and implementing the operators.  The five canons consist of those 
identified in the next figure.  

Figure 5. J.S. Mill’s canons. 

The first canon:   If two or more instances of the phenomenon under investigation have 
only one circumstance in common, the circumstance in which alone all the instances 
agree, is the cause (or effect) of the given phenomenon. 

The second canon: If an instance in which the phenomenon under investigation occurs, 
and an instance in which it does not occur, have every circumstance save one in common, 
that one occurring only in the former; the circumstance in which alone the two instances 
differ, is the effect, or cause, or a necessary part of the cause, of the phenomenon.  
The third canon: If two or more instances in which the phenomenon occurs have only one 
circumstance in common, while two or more instances in which it does not occur have 
nothing in common save the absence of the circumstance; the circumstance in which 
alone the two sets of instances differ, is the effect, or cause, or a necessary part of the 
cause, of the phenomenon. 
The fourth canon:  Subduct from any phenomenon such part as is known by previous 
inductions to be the effect of certain antecedents, and the residue of the phenomenon is 
the effect of the remaining antecedents.”  

The fifth canon: Whatever phenomenon varies in any manner whenever another 
phenomenon varies in some particular manner, is either a cause or an effect of that 
phenomenon, or is connected with it through some fact of causation. 
The descriptions of the canons come directly from Mill’s System of Logic, and will form 
the basis for the knowledge operators in the system. 

Knowledge Representation 
The effort has focused on the use of formal concept analysis as knowledge representation 
mechanism.  The technology has an extensive following in Germany and Australia and is 
founded on lattice theory.   This provides a powerful mechanism for manipulation of 
knowledge in a manner consistent with epistemic theories of logic.  Formal concept 
analysis provides a user with multiple domains of representation as indicated in the next 
figure. 

 Method of Agreement  
 Method of Differences 
 Indirect Method 
 Method of Residues 
 Method of Concomitant Variations 
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Animals Preying Flying Bird Mammal
Lion x   x 

Finch  x x  

Eagle  x x  

Hare    x 

Ostrich   x  

QuickTime™ and a
TIFF (Uncompressed) decompressor

are needed to see this picture.

 
Figure 6.  Formal concept representation alternatives. 

Some of the properties that make the technology desirable include the expandability of a 
context, “Animals” in the figure.  The mathematical foundations of lattice theory provide 
powerful theorems for various operations on the lattices.  Ganter & Wille formally define 
concept lattices to be complete, closed and possess a sub / super concept structure.   As a 
result, the decomposability and extensibility are key features needed in this problem 
domain. 

 
Figure 7.  Decomposability of a formal concept lattice. 

If you consider a dimensionality with either the matrix or the lattice you could consider 
alternative dimensions representing different functionality.  In this case the concepts 
could be parsed in such a manner that the construction of IEDs is one dimension while 
detection and mitigation would be two additional dimensions.   

There is a significant research effort in the area of formal concept analysis and lattice 
theory.  One area of effort involves enhancing the utility and readability of the concept 
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lattice.  Efforts by Pogel at NM State provides methodologies for the visualization based 
on notions of semantics.  A significant amount of research may be leveraged to tackle the 
representation problems of this effort. 

Modal Logics 
As a result of efforts in support of vulnerability assessments in the information domain, a 
serious gap seems to exist between the perception of what needs protecting and the 
theoretical roots for building systems that support information operations.  These roots lie 
in the obscure fields of modal logics.  I say obscure only because conversations 
concerning the research topic can quickly give an old systems engineer a serious 
headache.  What we find is extensive work in these areas that provides a basis for the 
various transformations that must be performed on information in modern combat 
systems.  When we examine information in greater detail we begin to recognize the 
temporal and special value associated with information.  Neglecting these considerations 
in the design of systems that operate on information produces solutions that have a 
patchwork quality, that are cumbersome, and have security holes large enough to drive an 
M1 through.    

Study of epistemic logic begins to improve the situation by providing a foundation for the 
operational transformations of knowledge.  Belief being based on a convolution of 
knowledge and data from the battle space requires a theoretical foundation for knowledge 
acquisition, knowledge retrieval, and the knowledge update process by providing control 
and validation to the knowledge underpinnings of the system.  

Doxastic logic provides the theoretical foundation for the belief system and the belief 
revision that forms the decision support structure.  Since command decisions are based on 
belief, we must understand the theoretical structure for this part of the system.  Doxastic 
logic provides a structure and adds rigor to a belief revision system that aids in ensuring 
new information remains consistent with what has already been established.   

Information possesses a definite temporal dimension, which enters this problem domain 
through the intelligence function and the desire to identify avenues of development.  
Again, this modal logic aids in the processing of information whose relevancy is of 
limited duration.  Temporal logic must augment the doxastic and epistemic systems since 
belief and knowledge is required to evolve over time.   The knowledge foundations, 
which are conditioned using epistemic logic, are being forced to evolve by the co-
evolutionary nature of the game theoretic.   

While real world information systems must deal with emotions or personalities and 
certain ROE’s the initial systems will not address deontic logic issues. 

Neo-cortex Models 
Hawkins regarding the structure and the function of the human brain has proposed a 
number of novel, and innovative ideas.  He concludes that the primary functions of the 
neocortex are independent of the high level functions associated with a sensory region.   
He has also recognized a representational invariance of knowledge stored within the 
neocortex.  These two facts provide goals for the algorithms to be used in the knowledge 
representation system.   
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Of significant interest is the description of the six layers of the neocortex and the 
“wiring” between the layers.  There is a classic neural, feed-forward architecture, which 
is temporally based, and a feedback mechanism.  The feedback mechanism seems to 
connect each abstraction layer to all layers of lesser abstraction.  This feedback loop 
provides the basis for a predictive type function.  The predictions serve to inform an input 
layer what might be expected given preliminary sensory input.  It seems to the authors 
that this might constitute a physical manifestation of Peirce’s abduction function. 

The description of the neocortical structure and function provides an interesting 
opportunity to hybridize modern neural nets (NN) with lattice structures to provide a very 
efficient data to concept knowledge representation and transformation model.  The 
various levels of abstraction could be viewed as the output of one NN providing the input 
to the next level NN abstraction.  A crude view of this hybridization is provided in the 
next figure.  What is not shown are the additional “cross linkages” between the various 
high level functional regions of the neocortex.  Capturing these linkages in computer 
simulation may provide insights into multi-spectral data fusion. 

 
Figure 8.  Hybrid neural net and lattice model of knowledge representation and 
transformation. 

The linked lattice structures provide a mechanism for machine understanding and 
manipulation of knowledge, potentially acting as probes.   

One aspect of Hawkins revelations involves the temporal nature of the neocortical 
functions.  He identifies a spacial and temporal dimension to sensory input such as touch 
requiring moving the hand to get the feel of surface roughness, or the eye saccade as part 
of the mechanism of capturing visual information.  It needs to be explored how these 
hybrid structures can be made to reflect the spacial and temporal qualities needed in this 
effort. 
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Co-evolutionary Models 
The co-evolutionary aspect of the problem has its roots in game theory in which a non-
cooperative game is played using pure and mixed strategies.  Under these conditions the 
game is played one time with a payoff matrix defining the results of the game based on 
the strategies.  In pure game theory Nash equilibrium is the condition that results from a 
mixed strategy and constitutes the best possible result of the game in which the players 
are rational players. 

Evolutionary game theory modifies the game by playing repeated games, again in a non-
cooperative environment.  In this approach, each time the game is played the game 
participants are drawn from a population of players each having the same or different 
strategies of play.  Under the rules of this game a process is defined for modifying the 
population of players.  The operators defining the modification can be designed based on 
the objectives of the game.  The other significant difference of this game theoretic 
approach involves the fact that there is no guarantee that the solution will evolve to a 
Nash equilibrium.  In the case of evolutionary game theory the solutions evolve to the 
evolutionary stable strategy or ESS. 

Finally, in a co-evolutionary game theoretic environment we are removing all restrictions 
on the nature of the game.  In this case it could be thought of as a game in which the rules 
are changing as well as the playing pieces.  The strategies, rather than being defined by a 
population of potential players, are being defined by reasoning entities integral to the 
game.  The implications of this approach are not yet clear, but we expect to see behavior 
similar to the evolutionary game theoretic in which we evolve to an ESS.  This ESS then 
provides the basis for defining and constructing the lightweight decision aid to become 
part of the MDMP process. 

Conclusion 
Extensive work and experience is being brought to bear to tackle the difficult problem of 
IED detection in a highly adaptive environment.  Technologies have been identified that 
support the qualitative requirements of an adaptive decision system.  While a number of 
the technologies have been validated in isolated applications, the highly hybridized 
solution proposed has not yet been validated.  Part of the objectives of this effort are also 
to bring an awareness of innovative technologies and the much needed theoretical roots 
of an information based approach to finding robust solutions to decision support.  The 
ultimate objective is to provide a war-fighter with tools that reduce his/her workload 
while enhancing their situational awareness.  Solutions that add to the workload of a 
soldier under fire display a lack of operational consideration and should be field-tested by 
the designer. 

 
 
 



 

 15

 
References 

 

1. R. Davis, H. Shrobe, & P. Szolovits, “What is a Knowledge Representation?”, 
AAAI Publication, Menlo Park, Ca; Spring 1993, 0738-4602-1993, pp17-33. 

2. Ganter, B. & Wille, R., “Applied Lattice Theory:  formal Concept Analysis”, 
exact citation UNK.   ( www.mathematik.th-darmstadt.de ) 

3. Hawkins, Jeff, “On Intelligence”, Times Books, N.Y., 2004, ISBN 0-8050-
7456-2. 

4. K. Ketner, editor “Reasoning and the Logic of Things”, Harvard University 
Press, Cambridge, 1992, ISBN 0-674-74967-7. 

5. D. Mayo, “Error and the Growth of Experimental Knowledge”, University of 
Chicago Press, Chicago, 1996, ISBN 0-226-51198-7. 

6. Mill, J.S., “System of Logic, Ratiocinative and Inductive”, Harper-Brothers, 
N.Y., 1850. 

7. E.T. Nozawa, Peircean Semeiotic A New Engineering Paradigm for Automatic 
and Adaptive Intelligent Systems Design, LM Aero, Marietta Ga. 30063. 
www.d.kth.se/~tessy/Nozawa.pdf 

8. Pogel, A., Hannan, T., Miller, L., “Visualization of Concept Lattices Using 
Weight Functions”, Physical Science laboratory, NM State University., 
(Alex.Pogel@psl.nmsu.edu) 

9. P. Turrisi, editor, “ Pragmatism as a Principle and Method of Right Thinking”, 
State University of New York Press, Albany, 1997, ISBN 0-7914-3266-1. 

10. van Creveld, M.; “Command in War”; Harvard University Press, Cambridge 
Mass., 1985, ISBN 0-674-14441- 

11. Weibull, J., “Evolutionary Game Theory”, MIT Press, Cambridge, 1996, ISBN 
0-262-23181-6. 

 
 


